	MAHATMA GANDHI UNIVERSITY

[image: image1.jpg]



SCHEME AND SYLLABI

FOR

M. Tech. DEGREE PROGRAMME

IN

ADVANCED ELECTRONICS & COMMUNICATION ENGG.
(2013 ADMISSION ONWARDS)


SCHEME AND SYLLABI FOR M. Tech. DEGREE PROGRAMME IN 
ADVANCED ELECTRONICS & COMMUNICATION ENGG.
SEMESTER - I

	Sl. No.
	Course No.
	Subject
	Hrs / Week
	Evaluation Scheme (Marks)
	Credits (C)

	
	
	
	L
	T
	P
	Sessional
	ESE
	Total
	

	
	
	
	
	
	
	TA
	CT
	Sub Total
	
	
	

	1
	  MECCI/EC 101*
	Linear Algebra
	3
	1
	0
	25
	25
	50
	100
	150
	4

	2
	  MECCI/EC 102*
	Probability and Random Processes
	3
	1
	0
	25
	25
	50
	100
	150
	4

	3
	  MECEC 103*
	DSP Algorithms and Architectures
	3
	1
	0
	25
	25
	50
	100
	150
	4

	4
	  MECEC 104
	Design of CMOS VLSI Circuits
	3
	1
	0
	25
	25
	50
	100
	150
	4

	5
	  MECEC 105
	Elective I
	2
	1
	0
	25
	25
	50
	100
	150
	3

	6
	  MECEC 106
	Elective II
	2
	1
	0
	25
	25
	50
	100
	150
	3

	7
	  MECEC 107
	DSP Systems Lab 
	0
	0
	3
	25
	25
	50
	100
	150
	2

	8
	  MECEC 108
	Seminar I
	0
	0
	2
	50
	0
	50
	0
	50
	1

	Total
	16
	6
	5
	225
	175
	400
	700
	1100
	25


	Elective – I (MEC EC 105)
	Elective – II (MEC EC 106)

	 MEC CI/ EC 105 –1 
	  Estimation and Detection Theory 
	 MEC EC 106 - 1
	ASIC Design

	 MEC EC 105 – 2
	Synthesis of Digital systems
	 MEC EC 106 – 2
	VLSI Signal Processing 

	 MEC EC 105 - 3
	Advanced Digital System Design
	 MEC CI/EC 106 - 3
	FPGA Based System Design

	 MEC EC 105 - 4
	Testing of VLSI Circuits
	 MEC CI/EC 106 - 4 
	Pattern Recognition


L – Lecture, T – Tutorial, P – Practical 

TA
–
Teacher’s Assessment (Assignments, attendance, group discussion, quiz, tutorials,   seminars, etc.)

CT
– 
Class Test (Minimum of two tests to be conducted by the Institute) 

ESE – 
End Semester Examination to be conducted by the University

Electives: 
New Electives may be added by the department according to the needs of emerging fields of technology. The name of the elective and its syllabus should be submitted to the University before the course is offered.
* Common with MAESP

	MECCI/EC 101*
	LINEAR ALGEBRA
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module I
Matrices: Introduction to linear system, matrices, vectors, Gaussian elimination, matrix notation, partitioned matrices, multiplication of partitioned matrices, inverse of partitioned matrices, triangular factors and row exchanges (LU, LDU), row exchanges and permutation matrices, inverses (Gauss-Jordan method)

Module II
Vector spaces: Vector space, subspace, linear independence, span, basis, dimension, spanning set theorem, null space, column space, row space-(Matrix), basis and dimension of null space, column space, row space-(Matrix), rank nullity theorem, co-ordinate system, change of basis–(finite space)

Module III

Linear transformation: Linear transformation, Kernel and range of linear transformation, matrix representation of linear transform, inverse transform

Inner product spaces: Inner product space, norm, Cauchy-Schwarz inequality, Triangular inequality, self adjoint and normal operators, orthogonality, Hilbert spaces, orthogonal complements, projection theorem, orthogonal projections, orthonormal basis, Gram-Schmidt orthogonalization.

Module IV
Selected topics: Eigen values, eigen vectors, diagonalization, symmetric matrices, quadratic forms, classification of quadratic forms, least-square solution of inconsistent system, singular value decomposition.

References:

1. K. Hoffman, R. Kunz, “Linear Algebra”, Prentice Hall India

2. D. C. Lay, “Linear algebra and its applications”, Pearson Education
3. G. Strang, “Linear algebra and its applications”, Thomson

4. Gareth Williams, “Linear algebra with applications”, Narosa

5. Michael W. Frazier, “An Introduction to wavelets through linear algebra”, Springer

	MECCI/EC 102*
	PROBABILITY AND RANDOM PROCESSES
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module I
Introduction to Probability Theory: sample space and events, conditional probabilities, independent events, the law of total probability and Bayes’ theorem.

Random variables : Discrete and continuous random variables, distributions, expectation of a random variable, moment generating function, joint probability distributions, marginal probability distributions  and random vectors.

Module II
Limit theorems: Markov and Chebyshev inequalities, weak and strong law of large numbers, convergence concepts and central limit theorem.

Stochastic process (definition), conditional probability distributions (continuous and discrete cases), computing mean and variances by conditioning.

Module III

Random Process:  classification of random process, special classes of random process, SSS and WSS, auto and cross–correlation, ergodicity, Mean ergodic process, power spectral density, unit impulse response system, response of a LTI system to WSS input, noise in communication system-white Gaussian noise, filters

Module IV

Selected Topics:  Poisson process-Properties, Markov process and Markov chain, Chapman-Kolmogorov theorem, classification of states of a Markov chain, Birth-death process, Wiener process.

References:
1. T. Veerarajan, “Probability, Statistics and random processes”, McGraw-Hill
2. S. M. Ross, “Stochastic Process”, John Wiley and sons
3. V. Sundarapandian, “Probability, statistics and Queueing theory”, Prentice Hall of India
4. Athanasios Papoulis, S. Unnikrishnan Pillai, “Probability, Random Variables and Stochastic Processes”, Tata McGraw Hill
Henry Stark, John W. Woods, “Probability and random processes with application to signal processing”, Pearson Education.

	MECCI/EC 103*
	DSP ALGORITHMS AND ARCHITECTURE
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module I
Introduction: Need for special DSP processors, von Neumann versus Harvard Architecture, Architectures of superscalar and VLIW fixed and floating point processors, review of pipelined RISC, architecture and instruction set design, performance and benchmarks-SPEC CPU 2000, EEMBC DSP benchmarks, basic pipeline: implementation details-pipeline hazards (based on MIPS 4000 arch).

Module II
Instruction Level Parallelism (ILP): Concepts, dynamic scheduling - reducing data hazards, dynamic hardware prediction - reducing branch hazards, multiple issue- hardware-based speculation, limitations of ILP, review of memory hierarchy – cache design, cache performance issues & improving techniques.

Module III
Computer arithmetic: Signed digit numbers (SD), multiplier adder graph, Logarithmic and Residue Number system (LNS, RNS), index multiplier, pipelined adders, modulo adders, Distributed Arithmetic (DA) - CORDIC Algorithm.

Module IV
Case studies: Introduction to architecture Details of (a) BlackFin processor (Analog Devices) (b) TMS320C64X Digital Signal Processing Applications: FIR and IIR Digital Filter Design, Filter Design Programs using MATLAB - Fourier Transform: DFT, FFT programs using MATLAB - Real Time Implementation on DSP processors- Factors to be considered for optimized implementation based on processor architecture: Implementation of simple Real Time Digital Filters, FFT using DSP [Only familiarity with instruction set is expected. It is not required to memorize all the instructions.]

References:

1. Rulph Chassaing, “Digital Signal Processing and Applications with the C6713 and C6416 DSK”, Wiley, 2005
2. Nasser Kehtarnavaz, “Real Time Signal Processing Based on TMS320C6000”, Elsevier, 2004
3. J. L. Hennesy, D.A. Patterson, “Computer Architecture A Quantitative Approach”, 3/e, Elsevier India
4. Uwe Mayer-Baese, “Digital Signal Processing with FPGAs”, Springer, 2001
5. User’s manual for of various fixed and floating point DSPs, TMS320C6x Data Sheets from TI. Blackfin Processor Hardware Reference, Analog Devices, Version 3.0, 2004
	MEC EC 104
	DESIGN OF CMOS VLSI CIRCUITS
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module I 

Introduction: Introduction to IC Technology – MOS, PMOS, NMOS, CMOS & BiCMOS technologies, Electrical Properties of MOS and BiCMOS Circuits: Ids-Vds relationships, CMOS inverter analysis and design, Bi-CMOS inverters
Module II

VLSI Circuit Design Processes: VLSI design flow, MOS layers, stick diagrams, design rules and layout, 2µm CMOS Design rules for wires, contacts and transistors layout diagrams for NMOS and CMOS inverters and gates, scaling of MOS circuits, limitations of scaling.

Module III

Gate Level Design: logic gates and other complex gates, switch logic, alternate gate circuits, basic circuit concepts, sheet resistance RS and its concept to MOS, area capacitance - delays, driving large capacitive load, wiring capacitance,  calculations - capacitances, fan-in and fan-out, choice of layers

Semiconductor Integrated Circuit Design: PLAs, FPGAs, CPLDs, standard cells, Programmable Array Logic.

 Module IV 

CMOS Testing: need for testing, test principles, design strategies for test, chip level test techniques, system level test techniques, layout design for improved testability.
References:

1. K. Eshraghian, D. A. Pucknell, “Essentials of VLSI Circuits and Systems”, PHI, 2005.
2. N. H. E. Weste, K. Eshraghian, “Principles of CMOS VLSI Design”, Pearson 1999.

3. J. P. Uyemura, “Introduction to VLSI Circuits and Systems”, Wiley India Edition, 2002.
4. J. M. Rabaey, A. Chandrakasan, B. Nikolic, “Digital Integrated Circuits”, 2/e, PHI EEE.
	MEC EC/CI 105-1
	ESTIMATION AND DETECTION THEORY
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I 

Introduction to Estimation Theory: Parameter Estimation, mathematical formulation, Unbiased estimates,  Minimum Variance Unbiased Estimates (MVUE), methods of finding MVUE, General MVUE, sufficient statistics, Best Linear Unbiased Estimation (BLUE), application examples.

Module II 

 Bounds and estimators: Cramer-Rao Lower Bound (CRLB), CRLB for signals in White Gaussian Noise, Extension to vector parameter, Maximum likelihood estimators, Least Squares, Method of Moments, Bayesian estimators,  Kalman filters, application examples.

Module III 

Introduction to Detection Theory: Mathematical formulation, Hypothesis Testing, Neyman Pearson criterion, Bayes criterion and minimum probability of error criterion, likelihood ratio test, application examples.

Module IV 

Detection: Detection with unknown signal parameters (GLRT, Bayes factor), MAP rule, multiple decision problem, detection of deterministic and random signals in noise, application examples.
References:
1. H. L. Van Trees, “Detection, Estimation, and Modulation Theory”, Vol. I, John Wiley & Sons, 1968

2. Steven Kay, “Fundamentals of Statistical Signal Processing” Vol I: Estimation Theory, Prentice Hall.

3. Steven Kay, “Fundamentals of Statistical Signal Processing” Vol II: Detection Theory, Prentice Hall.

	MEC EC 105-2
	SYNTHESIS OF DIGITAL SYSTEMS
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I:

Two Level Minimization: Introduction- logic functions and their representation, Unate functions/recursive paradigm, Quine-McCluskey, ESPRESSO two level minimization multivalued minimization BDDs.
Module II: 

Multi-Level Logic Synthesis: Introduction (Boolean networks, factored forms) division, simplification, full simplify SPFDs, technology mapping, timing optimization application to special logic implementation styles.
Module III:

Logic Synthesis for Quantum Computers: Introduction, quantum technology mapping quantum don't cares.

Module IV:

Sequential Logic Synthesis: Introduction (FSM networks), node minimization, state minimization, retiming and resynthesis verification, state assignment.
References:

1. S. Hassoun, T. Sasao, and R. K. Brayton, “Logic Synthesis and Verification”, Kluwer Academic Publishers, 2001.

2. G. D. Hachtel and F. Somenzi, “Logic Synthesis and Verification Algorithms”, Kluwer Academic Publishers, 1996.

3. Giovanni de Micheli, “Synthesis and Optimization of Digital Systems”, McGraw Hill, 1994.
	MEC EC 105-3
	ADVANCED DIDGITAL SYSTEM DESIGN
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I 

Propagation delay and timing defects in combinational logic, hazards – static and dynamic, essential hazards, static hazard free and dynamic hazard free combinational logic circuits design, function hazards.

Module II
Synchronous state machine design and analysis: design of simple synchronous state machine design with edge-triggered flip-flop, analysis of simple state machine, detection and elimination of output race glitches, detection and elimination of static hazards in the output logic, asynchronous inputs: rules and caveats, clock skew, clock sources and clock signal specifications, initialization and reset of the FSM: sanity circuits, design of complex state machines, algorithmic state machine charts and state tables, array algebraic approach to logic design, state minimization, system-level design: controller, data path and functional partition.
Module III
Asynchronous state machine design and analysis: lumped path delay models for asynchronous FSMs, functional relationships and stability criteria, excitation table for LPD model, state diagram, K maps and state table for asynchronous FSMs, design of the basic cells by using the LPD model, design of the Rendezvous modules, RET D flip-flop, RET JK flip-flop. 
Module IV
Detection and elimination of timing defects in asynchronous FSMs, single-transition-time machines and array algebraic approach, hazard-free design of fundamental mode FSMs, One-hot design of asynchronous state machines, Design and analysis of fundamental mode FSMs, Design of state machines using Algorithmic State Machines (ASM) chart as a design tool.
References:

1. R. F. Tinder, “Engineering Digital Design”, Academic Press, 2001.
2. J. P. Deschamps, G. J. A. Bioul, G. D., “Sutter Synthesis of Arithmetic Circuits – FPGA, ASIC & Embedded Systems”, Wiley, 2006

3. W. I. Fletcher, “An Engineering Approach to Digital Design”, PHI, 1996.

4. N. N. Biswas, “Logic Design Theory”, PHI, 1993.

5. J. E. Palmer, D. E. Perlman, “Introduction to Digital Systems”, TMH, 1996.
	MEC EC 105-4
	TESTING OF VLSI CIRCUITS
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I
Introduction: VLSI testing process and Test Equipment, Test Economics and Product Quality, why fault modeling, Fault Modeling, Logic and Fault Simulation, glossary of Faults, single stuck-at-faults, functional equivalence, bridging faults.

Module II
Logic simulation: modeling single states, algorithm for true value simulation, serial and parallel fault simulation, Testability Measures, Combinational Circuit Test Generation,  Sequential Circuit Test Generation.

Module III
Design for testability:  Digital DFT and Scan design, Built-in Self test, random logic BIST and memory logic BIST, Boundary Scan standard.

Module IV
Memory Test: Analog and Mixed signal Test, delay test, IDDQ Test, DFT Fundamentals, ATPQ Fundamental, Scan Architecture and Technique, System Test, Embedded Core Test, Future Testing.

References:

1. V. D. Agarwal, M. L. Bushnell, “Essentials of Electronic Testing of Digital Memory and Mixed Signal VLSI Circuits”, Springer, 2000.

2. L. Cronch, “Design for Test for Digital IC’s and Embedded Core system”, Prentice Hall, 1999.
3. . Niraj Jha, S. K Gupta, “Testing of Digital Systems”, Cambridge University Press, 2003.

4. M. Abramovici, M. A. Breuer and A. D. Friedman, “Digital Systems Testing and Testable Design”, IEEE Press, 1994.

	MEC EC 106-1
	ASIC DESIGN
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I

Introduction to ASICs: Types of ASICs, full custom ASIC, semi custom ASIC, standard cell based ASIC, gate array based ASIC, programmable ASIC, PLD, FPGA, Logical effort.

Module II
Programmable ASICS, Programmable ASIC Logic cells:  Anti fuse, static RAM, EPROM and EEPROM technology, PREP benchmarks, Actel ACT, Xilinx LCA, Altera FLEX, Altera MAX, Architecture of FPGAs (Xilinx Spartan-3, Altera Cyclone-3).

Module III
Synchronous Design Using Programmable Devices: EPROM to Realize a Sequential Circuit, Programmable Logic Devices, Designing a Synchronous Sequential Circuit using a GAL, EPROM, Realization State machine using PLD, FPGA, Xilinx FPGA (Xilinx 2000, Xilinx 3000. ).

Module IV
System Design Using Verilog HDL: Verilog Description of combinational Circuits,  arrays, Verilog operators, Compilation and simulation of Verilog codes, Modelling using Verilog, Flip Flops, registers, counters, sequential machine, combinational logic circuits, Verilog codes, serial adders.

References:

1. M. J. S. Smith, “Application–specific integrated circuits”, Addison–Wesley Longman, 1997.

2. J. M. Yarbrough “Digital Logic applications and Design”, Thomson Learning, 2001

3. S. Palnitkar, “Verilog HDL”, Pearson Education, 1996.

4. Data sheet: Spartan-3 FPGA Family Advanced Configuration Architecture – Xilinx XAPP452 (v1.1) June 25, 2008

5. Cyclone III Device Hand book, Volume 1

6. Brown, “VLSI Circuits and Systems in Silicon”, McGraw Hill, 1991.

7. S. D. Brown, R. J. Francis, J. Rox, Z. G. Vranesic, “Field Programmable gate arrays”, Kluwer Academic publisher, 1992.

8. S. Y. Kung, H. J. Whilo House, T. Kailath, “VLSI and Modern Signal Processing”, Prentice Hall, 1985.

9. C. H. Roth Jr., “Fundamentals of Logic design”, Thomson Learning- 2004.
	MEC EC 106-2
	VLSI SIGNAL PROCESSING
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I

Representation of DSP algorithms: Iteration Bound, Loop Bound, Iteration Bound Algorithms, Iteration Bound for multirate data flow graphs. 

Pipelining and Parallel Processing: Introduction, pipelining of FIR filters, parallel processing.

Module II

Timing Techniques Retiming: introduction, properties, system inequalities, retiming techniques Unfolding: Introduction, algorithm, properties, critical path, sample period reduction Folding: Introduction, Transformation, register minimization
Module III 

DSP Architectures: Systolic architecture design: Introduction, Design Methodologies, FIR systolic array, matrix-matrix multiplication, Fast convolution: Cook Toom, Winograd, Iterated convolution. 

Parallel FIR filters: Fast FIR, parallel architecture for rank order filters.
Module IV 

Pipelining of recursive filters: Introduction, pipeline interleaving, parallel processing in IIR filters, Scaling and round off noise computation, bit level arithmetic architecture, parallel multipliers, bit serial multipliers, canonic singed digit arithmetic, distributed arithmetic.
References:

1. K. K. Parhi, “VLSI Digital Signal Processing”, Wiley India, 2008
2. P. Pirsch, “Architecture for Digital Signal Processing”, Wiley, 2011.

3. M. A. Bayoumi, “VLSI Design Methodologies for DSP Architecture”, Kluwer Academic, 1993.

	MEC EC 106-3
	FPGA BASED SYSTEM DESIGN
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I

Evolution of Programmable Devices: Introduction to AND-OR structured Programmable Logic Devices, PROM, PLA, PAL and MPGAs, combinational and sequential circuit realization using PROM based Programmable Logic Element (PLE), architecture of FPAD, FPLA, FPLS and FPID devices.

Module II

FPGA Technology: FPGA resources - Logic Blocks and Interconnection Resources, Economics and applications of FPGAs, Implementation Process for FPGAs Programming Technologies, Static RAM Programming, Anti Fuse Programming, EPROM and EEPROM Programming Technology, commercially available FPGAs - Xilinx FPGAs, Altera FPGAs,  FPGA Design  Flow Example - Initial Design Entry, Translation to XNF Format, Partitioning, Place and Route, Performance Calculation and Design Verification.

Module III
Technology Mapping for FPGAs: Logic Synthesis - Logic Optimization and Technology Mapping, Lookup Table Technology Mapping - Chortle-crf Technology Mapper, Chortle-d Technology Mapper, Lookup Table Technology Mapping in mis-pga, Lookup Table Technology Mapping in Asyl and Hydra Technology Mapper; Multiplexer Technology Mapping - Multiplexer Technology Mapping in mis-pga.

Module IV

Routing for FPGAs: Routing Terminology; Strategy for routing in FPGAs; Routing for Row- Logic Block Architecture: Logic Block Functionality versus Area-Efficiency - Logic Block Selection, Experimental Procedure, Logic Block Area and Routing Model and Results. Based FPGAs - Segmented channel routing, 1-channel routing algorithm, K – channel routing algorithm and results.
References

1. Wayne Wolf, “FPGA-Based System Design”, Verlag: Prentice Hall

2. Wayne Wolf, “Modern VLSI Design: System-on-Chip Design”, 3/e, Verlag

	MEC EC/CI 106-4
	PATTERN RECOGINITION
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I 

Introduction:  features, feature vectors and classifiers, Supervised versus unsupervised pattern recognition. Classifiers based on Bayes’ Decision theory- introduction, discriminant functions and decision surfaces, Bayesian classification for normal distributions, Estimation of unknown probability density functions, the nearest neighbour rule. Linear classifiers, Linear discriminant functions and decision hyper planes, The perceptron algorithm. 

Module II 

Gaussian mixture models, expectation maximization, pattern classification problems – linear and nonlinear, multilayer feed forward neural networks, back propagation algorithm, Radial basis function networks. 

Module III 

Non-Linear classifiers: Support Vector machines-nonlinear case, decision trees, combining classifiers, feature selection, Receiver Operating Characteristics (ROC) curve, class separability measures, optimal feature generation, the Bayesian information criterion, dimension reduction technique: PCA, FDA.
Module IV 

Clustering: cluster analysis, proximity measures, clustering algorithms - sequential algorithms, hierarchical algorithms - agglomerative algorithms, divisive algorithms, K-means algorithm.
References: 

1. Richard O. Duda, Hart P. E., David G. Stork, “Pattern classification” , 2/e, John Wiley & Sons Inc., 2001 

2. Sergios Theodoridis, Konstantinos Koutroumbas, “Pattern Recognition”, Academic Press, 2006. 

3. Earl Gose, Richard Johnsonbaugh, Steve Jost, “Pattern Recognition and Image Analysis”, PHI Pvt. Ltd., NewDelhi-1, 1999. 

4. Fu K. S., “Syntactic Pattern Recognition and Applications”, Prentice Hall, Eaglewood Cliffs, N.J, 

5. Andrew R. Webb, “Statistical Pattern Recognition”, John Wiley & Sons, 2002. 

6. Christopher M Bishop, “Pattern Recognition and Machine Learning”, Springer 2007. 

(Experiments are to be conducted using DSP kit)
	MEC EC 107
	DSP SYSTEMS LAB
	L
	T
	P
	C

	
	
	0
	0
	3
	2


1. Solution of Difference Equations

2. Impulse Response of IIR Filter

3. Linear Convolution

4. Circular Convolution

5. FIR Filter using Windowing 

6. Pseudo-Random Binary Sequence Generation(Scrambling and Descrambling)

7. Effect of Aliasing

8. IIR Filter

9. Fast Fourier Transform

10. Noise Cancellation using Adaptive Filters

11. Spectrogram

12. Power Density Spectrum

Reference:

1. Rulph Chassaing, “Digital Signal Processing and Applications with the C6713 and C6416 DSK”, Wiley – Interscience, 2005.

2. Steven A. Tretter, “ Communication System Design Using DSP Algorithms with laboratory experiments for the TMS320C6713 DSK”, Springer, 2008.

	MEC EC 108
	SEMINAR I
	L
	T
	P
	C

	
	
	0
	0
	2
	1


Each student shall present a seminar on any topic of interest related to the core/elective courses offered in the 1st semester of the M Tech Programme. He / She shall select the topic based on the references from international journals of repute, preferably IEEE journals. They should get the paper approved by the Programme Co-ordinator / Faculty member in charge of the seminar and shall present it in the class. Every student shall participate in the seminar. The students should undertake a detailed study on the topic and submit a report at the end of the semester. Marks will be awarded based on the topic, presentation, participation in the seminar and the report submitted. 

19

