	MAHATMA GANDHI UNIVERSITY

[image: image1.jpg]



SCHEME AND SYLLABI

FOR
M. Tech. DEGREE PROGRAMME

IN

COMPUTER SCIENCE ENGINEERING
WITH

SPECIALIZATION IN
INFORMATION SYSTEMS
 (2013 ADMISSION ONWARDS)
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WITH

SPECIALIZATION IN
INFORMATION SYSTEMS
SEMESTER - I

	Sl. No.
	Course No.
	Subject
	Hrs / Week
	Evaluation Scheme (Marks)
	Credits (C)

	
	
	
	L
	T
	P
	Sessional
	ESE
	Total
	

	
	
	
	
	
	
	TA
	CT
	Sub Total
	
	
	

	1
	MCSIS 101
	Mathematical Foundations For Computer Science
	3
	1
	0
	25
	25
	50
	100
	150
	4

	2
	MCSIS 102
	Advanced Data Structures
	3
	1
	0
	25
	25
	50
	100
	150
	4

	3
	MCSIS 103
	Compiler Design
	3
	1
	0
	25
	25
	50
	100
	150
	4

	4
	MCSIS 104*
	Object Oriented Software Engineering
	3
	1
	0
	25
	25
	50
	100
	150
	4

	5
	MCSIS 105
	Elective - I
	3
	0
	0
	25
	25
	50
	100
	150
	3

	6
	MCSIS 106
	Elective-II
	3
	0
	0
	25
	25
	50
	100
	150
	3

	7
	MCSIS 107*
	Computer Aided Software Engineering  Lab
	0
	0
	3
	25
	25
	50
	100
	150
	2

	8
	MCSIS 108
	Seminar-I
	0
	0
	2
	50
	0
	50
	0
	50
	1

	Total
	18
	4
	5
	
	
	400
	700
	1100
	25

	Elective – I (MCSIS 105)
	Elective – II (MCSIS 106)

	MCSIS 105-1
	High Performance System Architecture
	MCSIS  106-1
	Data Mining and Knowledge Discovery

	MCSIS 105-2
	Image Processing
	MCSIS 106-2
	Soft Computing Techniques

	MCSIS 105-3
	Virtual Computing Environments
	MCSIS 106-3*

	Natural Language Processing

	MCSIS 105-4
	Information Theory and Coding
	MCSIS 106-4
	Software Project Management


    L – Lecture, T – Tutorial, P – Practical 

  TA
–
Teacher’s Assessment (Assignments, attendance, group discussion, Quiz, tutorials,   seminars, etc.)

  CT
–
Class Test (Minimum of two tests to be conducted by the Institute) 

  ESE
–
End Semester Examination to be conducted by the University
  *
–
Subjects common for Computer Science specializations.
 Electives:
New Electives may be added by the department according to the needs of emerging fields of technology. The name of the elective and its syllabus should be submitted to the University before the course is offered.
 Seminar:
Students may select a topic for their seminar preferably in the same area as that of their project
SEMESTER - II
	Sl. No.
	Course No.
	Subject
	Hrs / Week
	Evaluation Scheme (Marks)
	Credits (C)

	
	
	
	L
	T
	P
	Sessional
	ESE
	Total
	

	
	
	
	
	
	
	TA
	CT
	Sub Total
	
	
	

	1
	MCSIS 201
	Advanced Computer Networks
	3
	1
	0
	25
	25
	50
	100
	150
	4

	2
	MCSIS 202
	Database System Concepts
	3
	1
	0
	25
	25
	50
	100
	150
	4

	3
	MCSIS 203
	Software Architecture 
	3
	1
	0
	25
	25
	50
	100
	150
	4

	4
	MCSIS 204
	Algorithm Analysis and Design
	3
	1
	0
	25
	25
	50
	100
	150
	4

	5
	MCSIS 205
	Elective-III
	3
	0
	0
	25
	25
	50
	100
	150
	3

	6
	MCSIS 206
	Elective-IV
	3
	0
	0
	25
	25
	50
	100
	150
	3

	7
	MCSIS 207*
	Network Simulation Lab 
	0
	0
	3
	25
	25
	50
	100
	150
	2

	8
	MCSIS 208
	Seminar-II
	0
	0
	2
	50
	0
	50
	0
	50
	1

	Total
	18
	4
	5
	
	
	400
	700
	1100
	25


    L – Lecture, T – Tutorial, P – Practical 
	Elective – III (MCSIS 205)
	Elective – IV (MCSIS 206)

	MCSIS  205-1
	Software Testing
	MCSIS 206-1
	Principles of Network Security

	MCSIS  205-2
	Wireless Sensor Networks
	MCSIS 206-2
	Computer Vision

	MCSIS  205-3
	Bioinformatics
	MCSIS 206-3

	Ontology and Semantic Web

	MCSIS  205-4*
	Parallel  Algorithms 
	MCSIS 206-4

	Multiagent systems


   TA
–
Teacher’s Assessment (Assignments, attendance, group discussion, Quiz, tutorials,   seminars, etc.)
   *
–
Subjects common for Computer Science specializations.
  CT 
– 
Class Test (Minimum of two tests to be conducted by the Institute) 

  ESE
– 
End Semester Examination to be conducted by the University

  Electives:
New Electives may be added by the department according to the needs of emerging fields of technology. The name of the elective and its syllabus should be submitted to the University before the course is offered.
SEMESTER - III
	Sl. No.
	Course No.
	Subject
	Hrs / Week
	Evaluation Scheme (Marks)
	Credits (C)

	
	
	
	L
	T
	P
	Sessional
	ESE 
	Total
	

	
	
	
	
	
	
	TA
	CT
	Sub Total
	
	
	

	1
	MCSIS   301
	Research Methodologies
	3
	1
	0
	25
	25
	50
	100
	150
	4

	2
	MCSIS   302
	Elective-V
	2
	1
	0
	25
	25
	50
	100
	150
	3

	3
	MCSIS   303
	Global Elective
	2
	1
	0
	25
	25
	50
	100
	150
	3

	4
	MCSIS   304
	Master’s Thesis Phase - I 
	0
	0
	20
	50***
	0
	50
	0
	50
	5

	Total
	7
	3
	20
	125
	75
	200
	300
	500
	15


	Elective – V ( MCSIS  302)

	MCSIS   302 - 1
	

	MCSIS   302 - 2
	

	MCSIS   302 - 3
	

	MCSIS   302 - 4
	

	Global Elective  ( MCSIS  303)

	MCSIS   303
	


SEMESTER - IV
	Sl. No.
	Course No.
	Subject
	Hrs / Week
	Evaluation Scheme (Marks)
	Credits (C)

	
	
	
	L
	T
	P
	Sessional Exam (internal)
	Thesis Evaluation and viva****
	Total
	

	
	
	
	
	
	
	TA***
	CT
	Sub Total
	
	
	

	1
	MCESE 401
	Master’s  Thesis 
	0
	0
	30
	100
	0
	100
	100
	200
	15

	2
	MCESE 402
	Master’s Comprehensive Viva
	
	
	
	
	
	
	100
	100
	

	Total
	
	
	
	
	
	
	
	300
	15

	Grand Total of four Semesters
	2750
	Total credits       = 80


*** 
50% of the marks to be awarded by the project guide and the remaining 50% to be awarded by a panel of examiners, including project guide, constituted by the department.

****
Thesis evaluation and Viva-voce will be conducted at end of the fourth semester by a panel of examiners, with at least one external examiner, constituted by the university.
	MCSIS 101 
	MATHEMATICAL FOUNDATIONS FOR

COMPUTER SCIENCE
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1 : Introduction to Information Theory

Concept of amount of information-Entropy-Joint and Conditional Entropy-Relative Entropy-Mutual information-Relationship between Entropy and Mutual information-Rate of information-Channel capacity-Redundancy and efficiency of channels – Huffman Codes – Hidden Markovian Models

Module 2 : Mathematical Preliminaries of Neural Networks

Linear Algebra – Linear transformation – matrices & operations – eigenvalues and eigenvectors – expectation – covariance matrices  – Vector Algebra – Vector spaces – vector products & orthogonality – Cauchy Schwarz Inequality – Cosine similarity – Function continuity and monotonic functions

Module 3 : Fuzzy Sets

Crisp sets and Fuzzy sets-, α-cuts, Convex fuzzy sets, Fuzzy cardinality, Algebra of fuzzy sets, Standard fuzzy set operations-(complement, union and intersection), Yager and Sugeno classes. Crisp relations and Fuzzy relations, Operations on Fuzzy relations. Fuzzy Cartesian product. Fuzzy Equivalence relations and similarity relations. 

Module 4 : Mathematics in Networking and Security

Mathematical Foundations of Cryptography : Modulo arithmetic – Additive and multiplicative inverses of natural numbers under modulo arithmetic - Euler's theorem & Fermat's theorem – Chinese Remainder theorem – Linear and affine ciphers – Fiestel cipher structure – Integer factorization & Discrete Logarithm problems – Elliptic curve cryptography – Extension Fields - Kronecker's theorem – Galois field

Queuing and Scheduling Models : General concepts, Arrival pattern, service pattern, Queue Disciplines  - Queues in Wireless nodes – DropTail, RED, SFQ queuing models[6,7,8,11,12], Case Study : Completely Fair Scheduler in Linux [10,13,14]
References

1. R Bose, “Information Theory, Coding and Cryptography”, TMH 2007

2. Satish Kumar “Neural Networks: A classroom Approach”, The McGraw-Hill Companies. 

3. J Gilbert, L Gilbert, “Linear Algebra and Matrix Theory”, Academic Press, Elsevier

4. George J Klir and Bo Yuan, ”Fuzzy sets and Fuzzy logic” Prentice-Hall of India,1995

5. William Stallings, “Cryptography and network security- principles and practice”, 3rd Edition, Pearson Prentice Hall.

6. Douglas  Comer, “Internetworking with TCP IP Vol.1: Principles, Protocols, and Architecture”, Prentice Hall

7. George Varghese, “Network Algorithmics: An Interdisciplinary Approach to Designing Fast Networked Devices”, Elsevier, 2004

8. Michael Welzl, “Network Congestion Control – managing internet traffic”, John Wiley & Sons 

9. Robertazzi T.G,”Computer Networks and systems-Queuing Theory and Performance  Evaluation”-Springer third edition. 

10. Robert Love, “Linux System Programming: Talking directly to the Kernel and C library”, Oreilly Media

Web References

11. http://astarte.csustan.edu/~tom/SFI-CSSS/info-theory/info-lec.pdf
12. http://www.isi.edu/nsnam/ns/doc/node69.html

13. https://sites.google.com/a/seecs.edu.pk/network-technologies-tcp-ip-suite/home/performance-analysis-of-impact-of-various-queuing-mechanisms-on-mpeg-traffic/working-mechanism-of-fq-red-sfq-drr-and-drop-tail-queues

14. https://www.kernel.org/doc/Documentation/scheduler/sched-design-CFS.txt

15. http://www.ibm.com/developerworks/library/l-completely-fair-scheduler/

	MCSIS 102 
	ADVANCED  DATA STRUCTURES
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1:

Trees - Threaded Binary Trees, Selection Trees, Forests and binary search trees, Counting Binary Trees, Red-Black Trees, Splay Trees, Suffix Trees, Digital Search Trees, Tries- Binary Tries, Multiway Tries 

Module 2:

Priority Queues - Single and Double Ended Priority Queues, Leftist Trees, Binomial Heaps, Fibonacci Heaps, Pairing Heaps, Symmetric Min-Max Heaps, Interval Heaps

Module 3:

Graph models and algorithms– Random graphs, Visibility graphs – Graph based models for Search in AI, Bioinformatics, Social Networks

Sampling, sketching, data stream models, read-write streams, stream-sort, map-reduce – Algorithms in evolving data streams

Module  4:

Maximum Flow-Flow Networks, Ford-Fulkerson method-analysis of Ford-Fulkerson, Edmonds-Karp algorithm, Maximum bipartite matching

Computational Geometry- Line segment properties, Finding the convex hull , Finding the closest pair of points.

References:
1. Ellis Horowitz, Sartaj Sahni, Susan Anderson Freed, Fundamentals of Data Structures in C, Second Edition, University Press, 2008
2. Yedidyah Langsam, Moshe J. Augenstein, Aaron M. Tenenbaum, Data Structures using C and C++, Second Edition, PHI Learning Private Limited, 2010
3. Thomas Cormen, Charles E. Leiserson, Ronald Rivest, Introduction to algorithm,3rd edition, PHI  Learning

4. Ellis Horowitz and Sartaj Sahni, Sanguthevar Rajasekaran, Fundamentals of Computer Algorithms,Universities Press, 2nd Edition, Hyderabad .

5. Sara Baase & Allen Van Gelder , Computer Algorithms – Introduction to Design  and Analysis, Pearson Education..  

6. Data Streams: Algorithms and Applications: S. Muthukrishnan, Now Publishers

7. Data Streams: Models and Algorithms: Charu C. Aggarwal, Springer
8. Algorithm Design: Jon Kleinberg and Eva Tardos, Addison Wesley
9. Anany V. Levitin. Introduction to the Design & Analysis of Algorithms (2nd Ed): Addison Wesley
	MCSIS 103

	COMPILER DESIGN
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1









        

Principles Of Compiler – Compiler Structure – Properties of a Compiler – Optimization – Importance of Code optimization – Structure of Optimizing compilers – placement of optimizations in optimizing compilers – ICAN – Introduction and Overview – Symbol table structure – Local and Global Symbol table management. Intermediate representation – Issues – High level, medium level, low level intermediate languages – MIR, HIR, LIR – ICAN for Intermediate code
Module 2









         

Control and Dataflow Analysis, Optimization – Early optimization – Constant folding – scalar replacement of aggregates Simplification – value numbering – copy propagation – redundancy elimination – loop optimization. Procedure optimization – in-line expansion – leaf routine optimization and shrink wrapping 
Module 3









         

Register allocation and assignment – graph coloring – control flow and low level optimizations - Inter-procedural analysis and optimization – call graph – data flow analysis – constant propagation – alias analysis – register allocation – global References: – Optimization for memory hierarchy. Code Scheduling – Instruction scheduling – Speculative scheduling – Software pipelining – trace scheduling – percolation scheduling 
Module 4









         

Case Studies – Sun Compilers for SPARC – IBM XL Compilers – Alpha compilers – PA –RISC assembly language – COOL – ( Classroom Object oriented language) - Compiler testing tools – SPIM
References:

1. Steven S. Muchnick, Koffman, “Advanced Compiler Design & Implementation”, Elsevier Science, Indian Reprint 2003.

2. Keith D Cooper and Linda Torczon, “Engineering a Compiler”, Elsevier Science, India.

3. Sivarama P. Dandamudi,” Introduction to Assembly language programming: for Pentium and RISC processors”.    
4. Allen Holub “Compiler Design in C”, Prentice Hall of India, 1990.

5. Alfred Aho, V. Ravi Sethi, D. Jeffery Ullman, “Compilers Principles Techniques and Tools”, Addison Wesley, 1988.

6. Charles N. Fischer, Richard J. Leblanc, “Crafting a compiler with C”, Benjamin-Cummings Publishing Co., Inc.  Redwood City, CA, USA.

	MCSIS 104* 
	  OBJECT ORIENTED SOFTWARE ENGINEERING
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1: 
System Concepts – Project Organization – Communication- Life cycle models – Unified Process – Iterative and Incremental - Workflow – Agile Processes-Project Planning & Estimation
Module 2: 
Requirements Elicitation – Requirement Documentation-Use Cases- Unified Modeling language- Introduction, UML Diagrams – Class diagrams, Sequence diagrams, Object diagrams, Deployment diagrams, Use case diagrams, State diagrams, Activity diagram, Component diagrams – Case Study-  Identifying Classes- Noun Phrase Approach, Common class Pattern Approach, Use-Case Driven Approach, CRC.
Module 3:
Analysis Object Model (Domain Model) – Analysis Dynamic Models- Non-functional requirements – Analysis Patterns. System Design Architecture – Design Principles – Design Concepts - Design Patterns – Architectural Styles-Dynamic Object Modeling – Static Object Modeling – Interface Specification – Object Constraint Language.

Module 4:
Mapping Design (Models) to Code – Model Transformation- Refactoring- Mapping Associations- Mapping Activities- Testing- Configuration Management – Maintenance process- System documentation – program evolution dynamics 

References:
1. Bernd Bruegge, Alan H Dutoit, “Object-Oriented Software Engineering” Second edition, Pearson Education,   2004.

2. Craig Larman, “Applying UML and Patterns” Third edition, Pearson Education,   2005.
3. Stephen Schach, “ Software Engineering” Seventh edition, McGraw-Hill, 2007.

4. Ivar Jacobson, Grandy Booch, James Rumbaugh, “ The Unified Software Development Process”, Pearson Education,   1999.
5.  Alistair Cockburn, “Agile Software Development” Second edition,  Pearson Education,   2007.

	MCSIS 105-1 
	HIGH PERFORMANCE

SYSTEM ARCHITECTURE
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1
INTRODUCTION TO MULTIPROCESSORS: Parallel computer models - Symmetric and distributed shared memory architectures - Performance Issues. Multi-core Architectures - Software and hardware multithreading  SMT and CMP architectures  Design issues  Case studies-  Intel Multi-core architecture.  SUN CMP architecture. IBM cell processor.  NVIDIA GPU. AMD  APU.

Module 2
SHARED MEMORY PROGRAMMING : The OpenMP standard. Parallelisation using compiler directives. Threading and variable types. Loop and sections constructs. Program correctness and reproducibility. Scheduling and false sharing as factors influencing performance.

MULTITHREADED APPLICATION DEVELOPMENT: Algorithms, program development and performance tuning. Limitations to parallel performance : Strong vs weak scaling. Amdahl’s law. Network contention in modern many-core architectures. Mixed mode OpenMP+MPI programming.

Module 3
PROCESSOR ARCHITECTURE - Y86 instruction set architecture, sequential Y-86 implementations, organizing processing into stages, sequential hardware structure, sequential timing, sequential stage implementations, General principles of pipelining, Pipelined Y86 implementation.
GPU PROGRAMMING :  The CUDA standard. Kernels and host-device communication. Shared and constant memory, synchronicity and performance. GPU coding restrictions. Overview of Open CL, Open Acc

Module 4
Measuring Program Execution Time - Flow of time on a computer system, process scheduling and timer interrupts, measuring time by interval counting, operation, reading the processor timers, accuracy of processor  timers, IA32 cycle counters, measuring program execution time with cycle counter. Concurrent programming with processes, Concurrent program with Threads
References

1. Michael J Quinn, “Parallel programming in C with MPI and OpenMP”, Tata McGraw Hill, 2003.
2. Kaihwang and Naresh Jotwani,  “Advanced Computer  Architecture ” 2nd edition Tata Mcgraw-Hill
3. Randal E bryant and David O'Hallaron “Computer Systems A programmer's perspective” Pearson Education 
4. Shameem Akhter and Jason Roberts, “Multi-core Programming”, Intel Press, 2006.

5. John L. Hennessey and David A. Patterson, “ Computer architecture  A quantitative approach”, Morgan Kaufmann/Elsevier Publishers, 4th. edition, 2007.

6. David E. Culler, Jaswinder Pal Singh, “Parallel computing architecture : A hardware/ software approach” , Morgan Kaufmann/Elsevier Publishers, 2004.

7. Wesley Petersen and Peter Arbenz, “Introduction to Parallel Computing”, Oxford University Press, 2004.

8. CUDA by Example: An Introduction to General-Purpose GPU Programming
9. Sima D,Fountain T and Kacsuk P “Advanced Computer 
Architecture: A Design Space    Apporach”Pearson Education

	MCSIS  105-2


	IMAGE PROCESSING
	L
	T
	P
	C

	
	
	3
	0
	0
	3


 Module 1
Introduction to Digital Image Processing, fundamental steps in Digital Image Processing, elements of visual perception, image sensing and acquisition, sampling and quantisation, relationship between pixels, intensity transformations and spatial filtering: basic intensity transformation functions, histogram processing, spatial filtering, smoothing and sharpening filters.

Module 2
Filtering in frequency domain: preliminary concepts, Fourier transform of sampled functions, Discrete Fourier Transform of one and two variables, Fast Fourier Transform, filtering in the frequency domain: smoothing and sharpening filters, Image restoration: noise models, restoration in the presence of noise only, periodic noise reduction.

Module 3
Wavelets and multiresolution processing: Image pyramids, subband coding, the Haar transform, multiresolution expansions, wavelet transform in one and two dimensions, fast wavelet transform, wavelet packets. Image compression: fundamentals, compression models and standards, basic compression methods: Huffman coding, Golomb coding, arithmetic coding, LZW coding, run-length coding, wavelet coding.

Module 4
Image segmentation: point, line, and edge detection, thresholding, region based segmentation; representation, boundary descriptors, regional descriptors.

References:

1. Gonzalez R. C. & Woods R. E., Digital Image Processing, 3rd ed, PHI Learning, 2008.

2. Sonka M, Vaclav Hlavac, and Roger Boyle, Image Processing, Analysis and Machine Vision, Brooks Cole, 3rd ed, 2008

3. Jain A K, Fundamentals of Digital Image Processing, Prentice-Hall India, 2007.

	MCSIS 105-3
	VIRTUAL COMPUTING ENVIRONMENTS
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I

OVERVIEW OF VIRTUALIZATION : Basics of Virtualization - Virtualization Types – Desktop Virtualization – Network Virtualization – Server and Machine Virtualization – Storage Virtualization – System-level or Operating Virtualization – Application Virtualization-Virtualization Advantages – Virtual Machine Basics – Taxonomy of Virtual machines - Process Virtual Machines – System Virtual Machines – Hypervisor - Key Concepts

Module II

SERVER CONSOLIDATION : Hardware Virtualization – Virtual Hardware Overview - Sever Virtualization – Physical and Logical Partitioning - Types of Server Virtualization – Business cases for Sever Virtualization – Uses of Virtual server Consolidation – Planning for Development – Selecting server Virtualization Platform

Module III

NETWORK VIRTUALIZATION : Design of Scalable Enterprise Networks - Virtualizing the Campus WAN Design – WAN Architecture - WAN Virtualization - Virtual Enterprise Transport Virtualization–VLANs and Scalability - Theory Network Device Virtualization Layer 2 - VLANs Layer 3 VRF Instances Layer 2 - VFIs Virtual Firewall Contexts Network Device Virtualization - Data- Path Virtualization Layer 2: 802.1q - Trunking Generic Routing Encapsulation – Ipsec L2TPv3 Label Switched Paths - Control-Plane Virtualization–Routing Protocols- VRF - Aware Routing Multi-Topology Routing.

Module IV 

VIRTUALIZING STORAGE : SCSI- Speaking SCSI- Using SCSI buses – Fiber Channel – Fiber Channel Cables – Fiber Channel Hardware Devices – iSCSI Architecture – Securing iSCSI – SAN backup and recovery techniques – RAID – SNIA Shared Storage Model – Classical Storage Model – SNIA Shared Storage Model – Host based Architecture – Storage based architecture – Network based Architecture – Fault tolerance to SAN – Performing Backups – Virtual tape libraries.

Overview of Hypervisors : Xen Virtual machine monitors- Xen API – VMware – VMware products – Vmware Features – Microsoft Virtual Server – Features of Microsoft Virtual Server

REFERENCES

1. William von Hagen, Professional Xen Virtualization, Wrox Publications, January, 2008.

2. Chris Wolf , Erick M. Halter, Virtualization: From the Desktop to the Enterprise, APress 2005.

3. Kumar Reddy, Victor Moreno, Network virtualization, Cisco Press, July, 2006.

4. James E. Smith, Ravi Nair, Virtual Machines: Versatile Platforms for Systems and Processes, Elsevier/Morgan Kaufmann, 2005.

5. David Marshall, Wade A. Reynolds, Advanced Server Virtualization: VMware and Microsoft Platform in the Virtual Data Center, Auerbach Publications, 2006.

	MCSIS  105-4


	INFORMATION THEORY AND CODING
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1
Information – Entropy, Information rate, classification of codes, Kraft McMillan inequality, Joint and conditional entropies, Mutual information
Channel capacity:-Noiseless binary channel, Symmetric channels, - Discrete memory-less channels – BSC, BEC – Shannon limit -Shannon’s Channel capacity theorem, Properties of channel capacity-Trade off between SNR and Bandwidth-Channel coding theorem-Zero Error Codes. The Gaussian Channel:-Band limited channel-Gaussian multiple user channels
Module 2
Channel coding: Encoding-Decoding-Syndrome and error detection-Minimum distance of a block code-Error detection and correction-Capabilities of a linear block code-Standard array and syndrome decoding.
Cyclic codes - Syndrome calculation, Encoder and decoder - CRC, Convolutional codes – code tree, trellis, state diagram.
Module 3

Hamming weight, Hamming distance, Minimum distance decoding - Single parity codes, Repetition codes - Linear block codes
Important Linear block code:-Hamming codes-Cyclic code-BCH code-Convolution codes-Systematic and non systematic codes –Encoding-Decoding-Viterbi algorithm-Stack (ZJ) decoding algorithm-Turbo codes-LDP codes
Module 4
Data compression:-Examples of codes- Krafts inequality, optimal codes-Bounds on optimal code length- Source coding theorem - Huffman codes-Shannon-Fanno Elias coding , Extended Huffman coding -Arithmetic coding-ZIP coding.
Principle of Turbo coding - Adaptive Huffman Coding, Arithmetic Coding
References:
1. K Sayood, “Introduction to Data Compression” , Elsevier 2006.
2. S Gravano, “Introduction to Error Control Codes”, Oxford University Press 2007.
3. Amitabha Bhattacharya, “Digital Communication”, TMH 2006.
4. R Bose, “Information Theory, Coding and Cryptography”, TMH 2007.
5. Fred Halsall, “Multimedia Communications: Applications, Networks, Protocols and Standards”, Pearson Education Asia, 2002.
6. T M.Cover,J A.Thomas-“Elements of Information Theory”-Wiley Inter Science. 

7. Lin,Costello-“Error Control Coding”-Pearson Education. 

8. Singh,Sapre-“Communication systems”-Tata McGraw Hill. 

T K.Moon-“Error correction coding”-Wiley Inter science.

	MCSIS  106-1


	DATA MINING AND KNOWLEDGE DISCOVERY
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1: Data Mining
Data Mining and Knowledge Discovery – Desirable Properties of Discovered Knowledge – Knowledge representation – Classification – Dependence Modeling 
Introduction to Data Mining - Data Preprocessing – Data Cleaning – Data Integration and Transformation – Data Reduction – Attribute selection - Data Discretization and Concept Hierarchy Generation – Attribute construction.
Evolutionary Algorithms for Data Preparation – Attribute selection – Attribute weighting – Combining selection and weighting 

Module 2: Rule discovery 
Association Rule Mining: -Efficient and scalable frequent item set Mining Methods – Mining Various Kinds of Association Rules – Association Mining to Correlation Analysis – Constraint-Based Association Mining.
Genetic Algorithms for Rule Discovery – Individual representation – Task-specific operators – Task-specific population initialization and seeding – Task-specific rule selection - Fitness evaluation

Module 3: Classification and Prediction 
Issues Regarding Classification and Prediction –Classification by Decision Tree Introduction – Bayesian Classification – Rule Based Classification – Classification by Back propagation – Support Vector Machines – Associative Classification – Lazy Learners – Other Classification Methods – Prediction – Accuracy and Error Measures – Evaluating the Accuracy of a Classifier or Predictor – Ensemble Methods – Model Section 
Module 4: Cluster Analysis and Applications and Trends in Data Mining 
Types of Data in Cluster Analysis – A Categorization of Major Clustering Methods – Partitioning Methods – Hierarchical methods – Density-Based Methods – Grid-Based Methods – Model-Based Clustering Methods – Clustering High-Dimensional Data – Constraint-Based Cluster Analysis

Scaling up Evolutionary Algorithms for Large Datasets – Using data subsets in fitness evaluation – Basics of parallel processing – Parallel EA for data mining - Data Mining Applications – Trends in Data Mining.

References:
1. Jiawei Han and Micheline Kamber “Data Mining Concepts and Techniques” Second Edition, Elsevier, Reprinted 2008. 
2. Alex A. Freitas, “Data Mining and Knowledge Discovery with Evolutionary Algorithms”, Natural Computing Series, Springer International Edition, Springer

3. K.P. Soman, Shyam Diwakar and V. Ajay “Insight into Data mining Theory  and Practice”, Easter Economy Edition, Prentice Hall of India, 2006. 

4. G. K. Gupta “Introduction to Data Mining with Case Studies”, Easter Economy Edition, Prentice Hall of India, 2006. 

5. Pang-Ning Tan, Michael Steinbach and Vipin Kumar “Introduction to Data Mining”, Pearson Education, 2007. 
	MCSIS 106-2
	SOFT COMPUTING TECHNIQUES
	L
	T
	P
	C
	

	
	
	3
	0
	0
	3
	

	
	
	
	
	
	
	


Module 1 : Introduction and Background

Problem solving techniques – Hard and soft computing, Introduction to soft computing, Overview of techniques in soft computing – Neural networks, Fuzzy Logic, Genetic Algorithm, Hybrid systems. Properties and advantages of soft computing - Applications of soft computing – soft computing in control, business and finance.
Module 2 : Neural Networks

Introduction to Artificial Neural networks : biological neuron – processing and bias in artificial neuron – sigmoid activation – linear separability.
Supervised learning : Perceptron – multilayer perceptron – multilayer feedforward networks – backpropagation learning

Unsupervised learning : competitive learning - Counterpropagation – Structure of CPN – CPN learning – Adaptive Resonance Theory network – Structure of ART

Associative memory networks : pattern association – training algorithm - Auto and hetero associative memory networks – BAM network – Continuous Hopfield Net - Boltzmann machine

Module 3 : Fuzzy Systems

Fuzzy membership functions – Fuzzification (with example) - Defuzzification – Lambda cut for fuzzy relations – Methods of defuzzification (basic ideas only) - Max-membership principle, Centroid method, Weighted average method, Mean-max membership, Center of sums, Center of largest area, First of maxima, last of maxima.
Fuzzy rules and rule bases – formation, decomposition and aggregation of fuzzy rules –Fuzzy inference system

Fuzzy decision making – Individual / multiperson decision making – multiobjective and multiattribute decision making – fuzzy bayesian decision making

Module 4 : Genetic Algorithms and Intelligent systems

Introduction to genetic algorithms : A brief history of evolutionary computation-biological terminology - search space - encoding, reproduction, operators - elements of genetic algorithm - comparison of GA and traditional search methods – Genetics Based Machine Learning

Swarm intelligent systems : Introduction, ant colony systems, development of ant colony systems, working of ant colony systems
Expert Systems: Introduction, stages in the development of an expert system, probability based expert systems, expert system tools
References:
1. Sivanandam S.N, Deepa S.N, “Principles of Soft Computing”, Wiley India Edition

2. Satish Kumar, “Neural Networks- A classroom Approach”, The McGraw-Hill Companies.
3. Simon Haykin , “Neural Networks :A comprehensive foundation” , Pearson Education
4. George J Klir and Bo Yuan, ”Fuzzy sets and Fuzzy logic” Prentice-Hall of India,1995
5. Timothy J.Ross, Fuzzy Logic with Engineering Applications, McGraw Hill, 1997.

6. David E. Goldberg, Genetic algorithms in search, optimization & Machine Learning, PearsonEducation, 2006
7. Mitchell Melanie, An Introduction to Genetic Algorithm, Prentice  Hall,1998.
8. Jang J.S.R., Sun C.T. and Mizutani E, Neuro-Fuzzy and Soft computing, Pearson Education 2003.
9. N.P. Padhy, Artificial Intelligence and Intelligent systems, Oxford Press, New  Delhi
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Module 1: Introduction
Knowledge in speech and language processing - Ambiguity - Models and Algorithms - Language, Thought and Understanding. Regular Expressions and automata:  Regular expressions - Finite-State automata. Morphology and Finite-State Transducers: Survey of English morphology - Finite-State Morphological parsing - Combining FST lexicon and rules - Lexicon-Free FSTs: The porter stammer - Human morphological processing
Module 2: Syntax
Word classes and part-of-speech tagging: English word classes - Tagsets for English - Part-of-speech tagging - Rule-based part-of-speech tagging - Stochastic part-of-speech tagging - Transformation-based tagging - Other issues. Context-Free Grammars for English: Constituency - Context-Free rules and trees - Sentence-level constructions - The noun phrase - Coordination - Agreement - The verb phase and sub categorization - Auxiliaries - Spoken language syntax - Grammars equivalence and normal form - Finite-State and Context-Free grammars - Grammars and human processing. Parsing with Context-Free Grammars: Parsing as search - A Basic Top-Down parser - Problems with the basic Top-Down parser - The early algorithm - Finite-State parsing methods.
Module 3: Advanced Features and Syntax
Features and Unification: Feature structures - Unification of feature structures - Features structures in the grammar - Implementing unification - Parsing with unification constraints - Types and Inheritance. Lexicalized and Probabilistic Parsing: Probabilistic context-free grammar - problems with PCFGs - Probabilistic lexicalized CFGs - Dependency Grammars - Human parsing.
Module 4: Semantic Representing Meaning
Computational desiderata for representations - Meaning structure of language - First order predicate calculus - Some linguistically relevant concepts - Related representational approaches - Alternative approaches to meaning. Semantic Analysis: Syntax-Driven semantic analysis - Attachments for a fragment of English - Integrating semantic analysis into the early parser - Idioms and compositionality - Robust semantic analysis. Lexical semantics: relational among lexemes and their senses - WordNet: A database of lexical relations - The Internal structure of words - Creativity and the lexicon. Application: Word sense Disambiguation.
References:
1. Daniel Jurafsky & James H.Martin, “Speech and Language Processing”, Pearson Education (Singapore) Pte. Ltd., 2002.

2. 
James Allen, “Natural Language Understanding”, Pearson Education, 2003.

3. Gerald J. Kowalski and Mark.T. Maybury, “Information Storage and Retrieval Systems”, Kluwer academic Publishers, 2000. 

4. Tomek Strzalkowski “Natural Language Information Retrieval“, Kluwer 
academic Publishers, 1999.

5. Christopher D. Manning and Hinrich Schutze, “Foundations of Statistical Natural Language Processing “, MIT Press, 1999.
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Module 1: Introduction

Projects and Project Characteristics, Project Constraints, Software Projects vs. Other Projects, Problems with Software Projects, Software Project Failures & Major Reasons, What is Project Management?, Need for Software Project Management, Project Management Framework – Project Stakeholders, PM Competencies, Project Environment, Project Organization Types, Project Management Life Cycle, Business Case, Cost Benefit Analysis, Project Charter.
Module 2: Project Planning

Basic Objectives, Key Planning Tasks, Scope Definition, Work Breakdown Structure (WBS), Activity Planning, Activity Sequencing, Activity Duration Estimation, Network Models – PDM, CPM, Identifying Critical Path, Resource Assignment, Gantt Chart, Project Plan Development, Other Plans – SQA Plan, Test Plan, Risk Management Plan, Configuration Management Plan, Resource Plan, Communication Plan, Contents of a Typical Software Project Plan, Project Monitoring and Control, Project Tracking using Earned Value Analysis, Tracking Gantt, Project Scheduling and Tracking using MS Project.
Module 3: Software Metrics & Quality Assurance

Software Metrics: Product and Process Metrics – Size, Effort, Duration, Productivity, Defect Density, Reliability; Software Estimation Techniques – Function Point Analysis, Effort and Schedule Estimation using COCOMO, WBS based Estimation.

Software Quality Assurance: Concepts of Quality Assurance, Quality Control, Cost of Quality, Verification and Validation; Quality Planning; Quality Control Tools.   
Module 4: Other Topics

Project Risk Management – Risk Identification, Top 10 Software Project Risks, Risk Analysis and Prioritization, Risk Response Planning, Risk Resolution, Risk Tracking and Control, Software Configuration Management – Software Configuration Items (SCI), Change Control, Version Control, Agile Project Management using Scrum.
References:

1.
Bob Huges & Mike Cotterell, “Software Project Management”, Tata McGraw Hill, New Delhi, 2002.
2.
Pankaj Jalote, “Software Project Management in Practice”, Pearson Education Ltd, 2005.
3.
Gopalaswamy Ramesh, “Managing Global Software Projects”, Tata McGraw Hill, New Delhi, 2006.
4. Roger S Pressman, “Software Engineering: A Practitioner’s Approach”, Tata
McGraw Hill, New Delhi, 2001.

5.
Pankaj Jalote, “An Integrated Approach to Software Engineering”.
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1. System Requirement Specification (SRS) and related analysis documents as per the guidelines in ANSI/IEEE Std 830-1984. 
2. Design documents representing the complete design of the software system. 
3. Analysis and design for the same problem should be done using Object Oriented approach. 
4. Test documents as per ANSI/IEEE Std. 829/1983 Software Test Documentation. 
5. Simple exercises in effort and cost estimation in COCOMO model. 
6. Application of COCOMO and Function Point (FP) model for the actual project that has been chosen. 
7. Familiarization of UML diagrams.
8. Familiarization of CASE workbenches.
9. Familiarization of some reverse engineering tools available in the public do-main. 
10. At the end of the semester, there should be a presentation of the project with demonstration. 
11. It is also advisable to have the students present the documents associated with the projects as and when they are ready. This will help the instructor identify pointing out the mistakes to them and the rest of the students. 
	MCSIS 108
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Each student shall present a seminar on any topic of interest related to the core / elective courses offered in the first semester of the M. Tech. Programme. He / she shall select the topic based on the References: from international journals of repute, preferably IEEE journals. They should get the paper approved by the Programme Co-ordinator / Faculty member in charge of the seminar and shall present it in the class. Every student shall participate in the seminar. The students should undertake a detailed study on the topic and submit a report at the end of the semester. Marks will be awarded based on the topic, presentation, participation in the seminar and the report submitted.
	MCSIS 201
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Module 1: Physical Layer and Data link layer

Physical Layer: Transmission Media- Wired Transmission, Wireless Transmission, Wireless Propagation, Signal Encoding Techniques.   

Data link layer: TCP/IP Protocol Architecture, Framing, Reliable Transmission, Ethernet (802.3) and Token Ring (802.5).
Module 2: Network Layer

Connecting Devices. ARP, RARP. IP Address – Sub netting / Super netting, Packet Forwarding with Classfull / Classless Addressing, Datagram Fragmentation, Components in IP software, Private IP and NAT. ICMP. Routing Protocols -Distance Vector Routing-RIP, Link-State Routing-OSPF
Module 3: Transport Layer and ATM Networks

UDP- Port Addressing, UDP datagram, UDP operation. TCP- TCP services and features, TCP segment, TCP connection, TCP state transitions, TCP module’s algorithm, Flow and Error control, Congestion control. SCTP- SCTP services and features, Packet format, SCTP connection, State Transitions, Flow and Error control. ATM NETWORKS - ATM Layer Structure, ATM Cell, Routing:-VPI, VCI, AAL
Module 4: Application Layer

DNS- Distribution of Name Space, Name Resolution, DNS messages, HTTP- Architecture, HTTP Transaction, DHCP - Address allocation, Packet format. SNMP- SMI, MIB, SNMP PDUs, Real Time Data Transfer- RTP, RTCP, Voice over IP-Session Initiation Protocol.
References:

1. William Stallings, “Data and Computer Communications”, Pearson Education.

2. Behrouz A Forouzan, “TCP/IP Protocol Suite”, Tata McGraw-Hill.
3. Peterson and Davie, “Computer Networks -A systems approach”, Elsevier.

4. Kurose and Ross, “Computer Networks A systems approach”, Pearson Education.

5. Behurouz A Forouzan, “Data Communications & Networking”, 4th edition, McGraw-Hill.
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Module1: Parallel and Distributed Databases
Database System Architectures: Centralized and Client-Server Architectures – Server System Architectures – Parallel Systems- Distributed Systems – Parallel Databases: I/O Parallelism – Inter and Intra Query Parallelism – Inter and Intra operation Parallelism – Distributed Database Concepts - Distributed Data Storage – Distributed Transactions – Commit Protocols – Concurrency Control – Three Tier Client Server Architecture- Case Studies.
Module 2: Object and Object relational databases
Concepts for Object Databases: Object Identity – Object structure – Type Constructors – Encapsulation of Operations – Methods – Persistence – Type and Class Hierarchies – Inheritance – Complex Objects – Object Database Standards, Languages and Design:  ODMG Model – ODL – OQL – Object Relational and Extended – Relational Systems: Object Relational features in SQL / Oracle – Case Studies.    

Module 3: Enhanced Data models
Active Database Concepts and Triggers – Temporal Databases – Spatial Databases – Multimedia Databases – Deductive Databases – XML Databases: XML Data Model – DTD - XML Schema - XML Querying - Geographic Information Systems - Genome Data Management.  
Module 4: Emerging Technologies
Big data, Parallel processing and query optimization, Hadoop, MAP REDUCE
XML, Object relational data base, Spatial database, Temporal databases, Intelligent databases,
Multimedia databases

References:

1. R. Elmasri, S.B. Navathe, “Fundamentals of Database Systems”, Fifth Edition, Pearson Education/Addison Wesley, 2007.
2. Thomas Cannolly and Carolyn Begg, “Database Systems, A Practical Approach to Design, Implementation and Management”, Third Edition, Pearson Education, 2007.
3. Vijay Kumar,” Mobile Database Systems”, A John Wiley & Sons, Inc., Publication.
4. Henry F Korth, Abraham Silberschatz, S. Sudharshan, “Database System Concepts”, Fifth Edition, McGraw Hill, 2006.

5. C.J. Date, A.Kannan and S.Swamynathan,”An Introduction to Database Systems”, Eighth  Edition, Pearson Education, 2006.

6. Raghu Ramakrishnan, Johannes Gehrke, “Database Management Systems”, McGraw Hill, Third Edition 2004.
7. IBM Zikopoulos, Paul, Chris Eaton, “Understanding Big Data: Analytics for Enterprise Class Hadoop and Streaming Data” McGraw Hill Professional
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Module 1: Introduction

Introduction to Software Architecture, Architecture Business Cycle:-, Where do Architectures Come from, Software Processes and the Architecture Business Cycle, Features of Good Architecture. What is software architecture:- Architectural patterns- Reference Models, and Reference Architectures, Importance of software Architecture, Architectural structures and views. 

Module 2: Architectural Styles
Pipes and Filters-Data Abstraction and Object Oriented Organization-Event based, Implicit Invocation-Layered Systems-Repositories-Interpreters-Process Control-Process control Paradigms-Software Paradigm for Process Control-Distributed processes-Main program / subroutine organizations – Domain – specific software architecture – heterogeneous architectures. Case Study:- Keyword in Context, Mobile Robotics

Module 3: Shared Information Systems 

Shared Information Systems Database Integration:- Batch Sequential, Simple Repository, Virtual Repository, Hierarchical layers, Evolution of shared information systems in business data processing, Integration in Software Development Environments, Integration in the design of Buildings,  Architectural Structures for Shared Information Systems Database Integration 
Module 4: Architectural Design Guidance

Guidance for User-Interface Architectures -Design Space and rules-Design Space for User Inter face Architectures-Design. Rules for User Interface Architecture applying the Design Space – Example – A Validation Experiment – How the Design Space Was Prepared.
References:
1. Mary Shaw, David Garlan, “Software Architecture”, Prentice Hall India, 2000.

2. Len Bass, Paul Clements, Rick Kazman, “Software architectures in practice”, Addison-Wesley, 
    2003.
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MCSIS 204                    ALGORITHM ANALYSIS AND DESIGN
Module 1

Algorithms – Complexity and notations – Recurrences - Algorithmic Techniques: Backtracking – Branch and bound - Divide-and-Conquer – Merge Sort– Dynamic Programming – All pair shortest path problem – Greedy strategy – Knapsack problem - Space Bounded Computation (basic concept only)

Module 2

Sorting Networks - Comparison networks - The zero-one principle - A bitonic sorting network - A merging network - A sorting network

String Matching - The naive string-matching algorithm - The Rabin-Karp algorithm - String matching with finite automata - The Knuth-Morris-Pratt algorithm

Module 3

Randomization - Basic Probability - Markov’s Inequality - Chebyshev Inequality -  Universal Hashing - Expectations - Tail Bounds – Chernoff bound, Markov Chains and Random 
Walks – Applications of randomized algorithms 

Module 4

Approximation Algorithms for NP -Hard Problems - Approximation Algorithms for the Traveling Salesman Problem - Approximation Algorithms for the Knapsack Problem 

Algorithms for Solving Nonlinear Equations - Bisection Method - Method of False Position - Newton’s Method 

References

1. Introduction to Algorithms (3rd Ed):Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest and Clifford Stein, MIT Press

2. Horowitz, Sahni, Rajasekharan, “Fundamentals of computer algorithms”, Galgotia Publications

3. Lectures in Computational Complexity , Jin-Yi Cai , Department of Computer Sciences , University of Wisconsin 

4. Algorithm Design: Jon Kleinberg and Eva Tardos, Addison Wesley

5. Anany V. Levitin. Introduction to the Design & Analysis of Algorithms (2nd Ed): Addison Wesley

6. Randomized Algoritms: Rajeev Motwani and Prabhakar Raghavan, Cambridge University Press
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Module 1. 

Fundamentals of Testing and Role of Testing in SDLC Human and errors, Testing and Debugging, Software Quality, Requirement Behavior and Correctness, Fundamentals of Test Process, Psychology of Testing, General Principles of Testing, Test Metrics. Review of software development models (Waterfall Models, Spiral Model, W Model, V Model) Agile Methodology and Its Impact on testing, Test Levels (Unit, Component, Module, Integration, System, Acceptance, Generic)

Module 2. Approaches to Testing
Static Testing Structured Group Examinations Static Analysis Control flow & Data flow, Determining Metrics Dynamic Testing Black Box Testing Equivalence Class Partitioning, Boundary Value Analysis, State Transition Test, Cause Effect Graphing and Decision Table Technique and Used Case Testing and Advanced black box techniques White Box Testing Statement Coverage, Branch Coverage, Test of Conditions, Path Coverage, Advanced White Box Techniques, Instrumentation and Tool Support Gray Box Testing, Intuitive and Experience Based Testing 

Module 3. Test Management 

Test Organization Test teams, tasks and Qualifications Test Planning Quality Assurance Plan, Test Plan, Prioritization Plan, Test Exit Criteria Cost and economy Aspects Test Strategies Preventive versus Reactive Approach, Analytical versus heuristic Approach Test Activity Management, Incident Management, Configuration Management Test Progress Monitoring and Control Specialized Testing: Performance, Load, Stress & Security Testing 

Module 4.  Testing tools 

Automation of Test Execution, Requirement tracker, High Level Review Types of test Tools, Tools for test management and Control, Test Specification, Static Testing, Dynamic Testing, Non functional testing Selection and Introduction of Test Tools Tool Selection and Introduction, Cost Effectiveness of Tool Introduction 

Text Books

1. Software Testing Foundations, Andreas Spillner, Tilo Linz, Hans Schaefer, Shoff Publishers and Distributors

2. Software Testing: Principles and Practices by Srinivasan D and Gopalswamy R, PearsonEd, 2006

3. Foundations of Software Testing by Aditya P. Mathur – Pearson Education custom edition 2000

4. Testing Object Oriented Systems: models, patterns and tools, Robert V Binder, Addison Wesley, 1996

5. Software Engineering – A practitioner’s approach by Roger S. Pressman, 5th Edition, McGraw Hill

6. The art of software testing by GJ Myers, Wiley.
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Module 1: Introduction
Fundamentals of wireless communication technology, the electromagnetic spectrum, radio propagation, characteristics of wireless channels, modulation techniques, multiple access techniques, wireless LANs, PANs, WANs, and MANs, Wireless Internet. 
Module 2: Introduction to adhoc/sensor networks 
Key definitions of adhoc/ sensor networks, unique constraints and challenges, advantages of ad-hoc/

sensor network, driving applications, issues in adhoc wireless networks, issues in design of sensor network, sensor  network architecture, data dissemination and gathering. 
Module 3: MAC Protocols and Routing Protocols
Issues in designing MAC protocols for adhoc wireless networks, design-goals, classification of MAC  protocols, MAC  protocols  for sensor network, location  discovery,  quality, other issues, S-MAC, IEEE 802.15.4. Routing Protocols-Issues in designing a routing protocol, classification of routing protocols, table-driven, on-demand, hybrid, flooding, hierarchical, and power aware routing protocols. 
Module 4: QoS and Energy Management
Issues and Challenges in providing QoS, classifications, MAC, network layer   solutions, QoS frameworks, need  for energy management, classification, battery, transmission power, and system power management schemes. 

Text Books 
1. Feng Zhao and Leonides Guibas, "Wireless sensor networks ", Elsevier publication - 2004 

Reference Books 
1. Jochen Schiller, “ Mobile Communications”. Pearson Education, 2nd Edition, 2003. 

2. William Stallings, “Wireless Communications and Networks”, Pearson Education-2004 
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Module 1: Fundamentals of Biological Systems

Introduction to cells: Structure of prokaryotic and eukaryotic cells. Cell organelles and their functions. Molecules of life: Introduction to carbohydrates, proteins, lipids and nucleic acids - Different structural forms and functional organizations. DNA replication, transcription and translation. Gene regulation.

Module 2: Sequence Analysis

Introduction to Sequence alignment, Substitution matrices, Scoring matrices –PAM and BLOSUM. Local and Global alignment concepts, dot plot, dynamic programming methodology, Multiple sequence alignment –Progressive alignment. Database searches for homologous sequences – FASTA and BLAST versions.

Module 3: Genomics 

Functional Genomics: Gene expression analysis by cDNA micro arrays, SAGE, Strategies for generating ESTs and full length inserts; EST clustering and assembly; EST databases- DBEST, UNIGENE. Gene/Protein function prediction using Machine learning tools: supervised / unsupervised learning, Neural network, SVM.

Module 4: Proteomics

Protein and RNA structure prediction, secondary and tertiary structure, polypeptic composition, computational methods for identification of polypeptides from mass spectrometry, algorithms for modeling protein folding, protein classification.

Protein-Protein Interaction: Experimental identification of protein-protein interactions, PPI databases: STRINGS, DIP, PPI server. Protein-protein quaternary structure modeling- Proteinprotein docking algorithms, Homology modeling, Monte Carlo docking simulation.
References:

1. David W. Mount “Bioinformatics Sequence and Genome Analysis”, Cold Spring Harbor laboratory Press, 2001.
2. C. Rastogi, Namita Mendiratta, Parag Rastogi. ”Bioinformatics-Concepts, Skills, Applications”.

3. Andreqas D. Baxevanis, B. F. Francis Ouellette., "Bioinformatics: A Practical Guide to the Analysis of Genes and Proteins “, John Wiley and Sons, New York 1998.

4. Andrew, R. Leach, “Molecular modelling: Principles and applications”, Prentice Hall Publications.

5. Richard Durbin, S. Eddy, A. Krogh, G. Mitchison,”Biological Sequence Analysis: Probabilistic models of protein and Nucleic acids” Cambridge University Press 2007.

6. Thomas E. Creighton, “Proteins: structures and molecular properties”
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Module 1: 

PRAM Model - PRAM Algorithms – Parallel Reduction – Prefix Sums – List Ranking – Preorder Tree Traversal – Merging Two Sorted Lists – Graph Coloring – Reducing Number of Processors 
Module 2:

Classifying MIMD Algorithms - Hypercube SIMD Model – Shuffle Exchange SIMD Model – 2D Mesh SIMD Model – UMA Multiprocessor Model – Broadcase – Prefix Sums.

Matrix Multiplication on 2-D Mesh, Hypercube and Shuffle Exchange SIMD Models – Algorithms for Multiprocessors – Algorithms for Multicomputers
Module 3: 

Enumeration Sort - Lower Bound on Parallel Sorting – Odd-Even Transposition Sort – Bitonic Merge –Complexity of Parallel Search – Searching on Multiprocessors – Ellis’s Algorithm – Manber and Ladner’s Algorithm

OpenMP- Introduction, The OpenMP for Pragma- Dijkstra Shortest-Path Algorithm with Parallel for Loops, Task Directive- Quicksort,  OpenMP Synchronization Issues
Module 4: 

P-Depth Search  - Breadth Death Search – Breadth First Search – Connected Components – All pair Shortest Path – Single Source Shortest Path – Minimum Cost Spanning Tree – Sollin’s Algorithm – Kruskal’s Algorithm
References:

1. Michael J. Quinn, Parallel Computing : Theory & Practice, Tata McGraw Hill Edition, Second Edition, 2008.

2. Ananth Grame, George Karpis, Vipin Kumar and Anshul Gupta, Introduction to Parallel Computing, 2nd Edition, Addison Wesley, 2003

      3.  Norm Matlo, Programming on Parallel Machines, University of California   
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Module 1

Web application security- Key Problem factors – Core defence mechanisms- Handling user access- handling user input- Handling attackers – web spidering – Discovering hidden content 

Transmitting data via the client – Hidden form fields – HTTP cookies – URL parameters – Handling client-side data securely – Attacking authentication – design flaws in authentication mechanisms –securing authentication
Attacking access controls – Common vulnerabilities – Securing access controls
Module 2

Symmetric Key cryptography: Block cipher design principles and criteria, DES, IDEA, AES, RCS, Blowfish, Differential and linear cryptanalysis. Asymmetric key cryptography: Principles of public key crypto systems, RSA algorithm, key management, Diffie-Hellman key exchange

SQL Injection - How it happens - Dynamic string building - Insecure Database Configuration - finding SQL injection – Exploiting SQL injection – Common techniques – identifying the database – UNION statements – Preventing SQL injection- Database Hacking – Database discovery – Database vulnerabilities
Module 3

Platform level defenses - Using run time protection - web application Firewalls - Using ModSecurity - Intercepting filters- Web server filters - application filters – securing the database – Locking down the application data – Locking down the Database server
Module 4

System Security- Intrusion Detection, Password Management, Viruses and related threats, Virus counter measures, Firewalls-Design Principles,  Trusted Systems, Web Security:- Web Security consideration, Secure Socket Layer, Transport Layer Security, Secure Electronic Transaction.
References:

1. William Stallings, “Cryptography and network security- principles and practice”, 3 rd Edition, Pearson Prentice Hall.

2. Dafydd Stuttard, Marcus Pinto, The Web Application Hacker’s Handbook, 2nd Edition, Wiley Publishing, Inc.

3. Justin Clarke, SQL Injection Attacks and Defense, 2009, Syngress Publication Inc.

4. Magnus Mischel , ModSecurity 2.5,  Packt Publishing
5. Atul Kahate, “Cryptography and network security“, TMGH

6. Stuart McClure Joel, ScambRay, George Kurtz,  Hacking Exposed  7: Network Security Secrets & Solutions, Seventh Edition, 2012, The McGraw-Hill Companies
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Module 1: Digital Image Fundamentals
Digital image Representation – Functional Units of an Image processing system. Visual perception --Image Model - Image sampling and Quantization - grayscale resolution - pixel relationship - image geometry Image Transforms – Unitary Transform, Discrete Fourier Transform, Cosine Transform, Sine Transform, Hadamard Transform, Slant and KL Transform. 
Module 2: Image Analysis and Computer Vision
Spatial feature Extraction – Transform feature – Edge detection-Boundary Representation-Region Representation-Moment Representation-  Structure-Shape Features-Texture-Scene Matching and Detection-Image Segmentation- Classification techniques-Morphology-Interpolation.
Module 3: Object Recognition
Recognition – Object classification and detection – Face recognition or Haar classifier – Instance recognition – Category recognition – Context and scene understanding – Human motion recognition
Module 4: Sensing 3D shape
How the 3rd dimension changes the problem. Stereo 3D description, 3D model, matching, TINA, Direct 3D sensing-structured light, range finders, range image segmentation Emerging IT applications: Recognition of characters, Fingerprints and faces-Image databases. 

Text Books 
1. Image Processing and Machine Vision-Milan Sonka, Vaclav Hlavae 
Reference Books 
1. Syntactic Pattern Recognition and Applications - King Sun Fun 

2. Computer Vision - Fairhurst (PHI). 

3. Computer Vision: Algorithms and Applications, by Richard Szeliski, Springer, 2010.

4. Learning OpenCV, by Gary Bradski & Adrian Kaehler, O'Reilly Media, 2008.

5. Multiple View Geometry in Computer Vision, 2nd Edition, by R. Hartley, and A. Zisserman, Cambridge University Press, 2004.

6. Computer Vision: A Modern Approach, by D.A. Forsyth and J. Ponce, Prentice Hall, 2002.

7. Pattern Classification (2nd Edition), by R.O. Duda, P.E. Hart, and D.G. Stork, Wiley-Interscience, 2000.
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Module 1: Foundations of Semantic Web

Today’s web and keyword based search, Semantic Web, Examples, Semantic web technologies- Sources of semantic Data- using Semantic search- Linked Data-Vocabularies, Taxonomies and Ontologies - Overview of Ontology Elements Requirements of ontology languages, Examples of published Ontology- Semantic Web versus Artificial Intelligence, A Layered approach to Semantic Web

Module 2: Modeling Information
Resource Description Framework –RDF triple form- RDF Graph-simple examples-advantages-RDF Schema- Basic Ideas, Language- Exchanging Information With RDF, Statements As Points, RDF Serializations , RDF/XML, Blank Nodes In RDF, Reiﬁcation, Limitations Of RDF Schema, RDFS entailment -SPARQL-  Simple Query Example

Module 3: Knowledge Representation

Web Ontology Language OWL, Examples- Sublanguages-OWL DL- Description Logics- A Box T Box split

Predicate Logic and Rule Systems, Horn Logic-Monotonic Rule Systems, Non Monotonic Rule- Systems -Rule Languages- RuleML, SWRL, ORL

Module 4: Logic and Inference
Semantic Web Frameworks , Retrieving Information in a Knowledgebase , Realizing the Semantics of OWL , Understanding Forward Chaining Inference , Understanding Backward Chaining Inference , Choosing the Right Inference Method- Common Frameworks and Components- Jena, Sesame - RDF store implementations-Retrieval Components-Reasoning Engines

References:
1. Grigoris Antoniou and Frank van Harmelen. A Semantic Web Primer, MIT Press,2004.

2. John Hebeler, Matthew Fisher, Ryan Blace, Andrew Perez-Lopez, Semantic Web  Programming, Wiley Publishing, Inc, 2009.

3. Thomas B. Passin,Explorer's Guide to the Semantic Web, Manning, Pearson, July 2004.

4. John Davies, Dieter Fensel, Towards the Semantic Web: Ontology-driven Knowledge management,John Wiley& Sons Ltd, 2003.

5. Davies, John, Rudi Studer, and Paul Warren, Semantic Web Technologies : Trends and Research in Ontology-Based Systems, John Wiley & Sons, 2006.

6. Bhavani Thuraisingham, XML Databases and the Semantic Web, CRC Press, 2002.

7. Dieter Fensel, James A. Hendler, Henry Lieberman and Wolfgang Wahlster, Spinning the Semantic Web- Bringing the World Wide Web to Its Full Potential, MIT Press, 2002

8. The Fundamental Importance of Keeping an ABox and TBox Split,Ontology Best Practices for Data-driven Applications: Part 2,  
http://www.mkbergman.com/489/ontology-best-practices-for-data-driven-applications-part-2/
Toby Segaran,Colin Evans,Jamie Taylor, Programming the semantic web, O’Reilly, July 2009
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Module 1
Introduction: what is an agent: agents and objects; agents and expert systems; agents and distributed systems; Developing intelligent agents for distributed Systems, typical application areas for agent systems: - monitoring and diagnostics, distributed control, protection systems, and modeling and simulation. 

Module 2 
Intelligent Agents: abstract architectures for agents; Structure of agents, Classes of intelligent agents simple reflex agents, model-based reflex agents, goal-based agents,    utility-based agents,    learning agents, Hierarchies of agents, tasks for agents, the design of intelligent agents: reasoning agents, agents as reactive systems; hybrid agents layered agents 

Module 3
Multiagent Systems: ontologies: OWL, KIF, RDF; interaction languages and protocols: speech acts, KQML/KIF, the FIPA framework; cooperation: cooperative distributed problem solving (CDPS), partial global planning; coherence and coordination; applications. 
Planning – Components of planning systems – Planning with state space search – Partial order planning – Planning Graphs – Hierarchical planning – Multi agent planning.
Agent oriented programming language – KQML as an agent communication language – Java implementation of intelligent agents JADE – Languages supporting mobility – Telescript.

Module 4
Multiagent Decision-Making: multi-agent interactions: solution concepts; pure and mixed strategy Nash equlibria; cooperative versus non-cooperative; zero-sum and other interactions; how cooperation occurs | the Prisoner's dilemma and Axelrod's experiments; program equilibria; computational social choice: voting protocols; Arrow's theorem; Gibbard-Satterthwaite theorem; logical foundations of multi-agent systems: modal logics for epistemic reasoning, reasoning about mental state; cooperation logics; applications of such logics.

Text Books
1. M.Wooldridge, An Introduction to MultiAgent Systems Second Edition. John Wiley & Sons, 2009.
2. Yoav Shoham,  Kevin Leyton-Brown, “Multiagent Systems: Algorithmic, Game-Theoretic, and Logical Foundations”
3. Artificial intelligence - A modern approach by Stuart Russell & Peter Norvig.
	MCSIS  207*

	NETWORK SIMULATION LAB
	L
	T
	P
	C

	
	
	0
	0
	3
	2


1. A thorough study of packet capturing tool called WireShark. 

2. Familiarizing Network Simulator – 2 (NS2) with suitable examples 

3. Simulate a wired network consisting of TCP and UDP Traffic using NS2 and then calculate their respective throughput using AWK script. 

4. Performance evaluation of different routing protocols in wired network environment using NS2 

5. Performance evaluation of different queues and effect of queues and buffers in wired network environment using NS2 

6. Compare the behavior of different variants of TCP (Tahoe, Reno, Vegas….) in wired network using NS2. Comparison can be done on the congestion window behavior by plotting graph. 

7. Simulation of wireless Ad hoc networks using NS2 

8. Simulate a wireless network consisting of TCP and UDP Traffic using NS2 and then calculate their respective throughput using AWK script. 

9. Performance evaluation of different ad-hoc wireless routing protocols (DSDV, DSR, AODV …) using NS2 

10. Create different Wired-cum-Wireless networks and MobileIP Simulations using NS2

	MCSIS  208

	SEMINAR - II
	L
	T
	P
	C

	
	
	0
	0
	2
	1


Each student shall present a seminar on any topic of interest related to the core / elective courses offered in the first semester of the M. Tech. Programme. He / she shall select the topic based on the References: from international journals of repute, preferably IEEE journals. They should get the paper approved by the Programme Co-ordinator / Faculty member in charge of the seminar and shall present it in the class. Every student shall participate in the seminar. The students should undertake a detailed study on the topic and submit a report at the end of the semester. Marks will be awarded based on the topic, presentation, participation in the seminar and the report submitted.

	MCSIS  303

	INDUSTRIAL TRAINING AND MINI PROJECT
	L
	T
	P
	C

	
	
	0
	0
	20
	10


The student shall undergo Industrial training of one month duration and a Mini Project of two month duration. Industrial training should be carried out in an industry / company approved by the institution and under the guidance of a staff member in the concerned field. At the end of the training he / she has to submit a report on the work being carried out.

Projects can be developed either from a student’s own idea or it can be assigned by the faculty. Students doing application projects should demonstrate a working design to meet the specifications of the assigned project.

The students can do the mini project externally only if they are guided by a faculty with minimum M.E/M.TECH qualification. A detailed report of project work consisting of the design, development and implementation work that the candidate has executed should be submitted.

Evaluation of the Mini Project will be based on the talk delivered by the candidate (presentation), the report submitted and demonstration of the work done. Presenting the work in a National/ International Conference with the consent of the guide will carry an added weightage to the review process.

	MCSIS  304

	THESIS – PHASE I
	L
	T
	P
	C

	
	
	0
	0
	10
	5


In master’s thesis Phase-I, the students are expected to select an emerging research area in Computer Science or related fields, After conducting a detailed literature survey, they should compare and analyze research work done and review recent developments in the area and prepare an initial design of the work to be carried out as Master’s Thesis. It is expected that the students should refer National and International Journals and conference proceedings while selecting a topic for their thesis. He/She should select a recent topic from a reputed International Journal, preferably IEEE/ACM. Emphasis should be given for introduction to the topic, literature survey, and scope of the proposed work along with some preliminary work carried out on the thesis topic.

Students should submit a copy of Phase-I thesis report covering the content discussed above and highlighting the features of work to be carried out in Phase-II of the thesis.

The candidate should present the current status of the thesis work and the assessment will be made on the basis of the work and the presentation, by a panel of internal examiners in which one will be the internal guide. The examiners should give their suggestions in writing to the students so that it should be incorporated in the Phase–II of the thesis.

	MCSIS  401

	THESIS EVALUATION
	L
	T
	P
	C

	
	
	0
	0
	30
	15


In the fourth semester, the student has to continue the thesis work and after successfully finishing the work, he / she have to submit a detailed thesis report. The work carried out should lead to a publication in a National / International Conference or Journal. The papers received acceptance before the M.Tech evaluation will carry specific weightage.
	MCSIS  402

	MASTER’S COMPREHENSIVE VIVA

	
	


   
A comprehensive viva-voce examination will be conducted at the end of the fourth semester by an internal examiner and external examiners appointed by the university to assess the candidate’s overall knowledge in the respective field of specialization.

