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SEMESTER – I
	Sl.No
	Course No.
	Subjects
	Hrs/ week
	Evaluation Scheme(Marks)
	Credits(C )

	
	
	
	L
	T
	P
	Sessional 
	ESE Theory / Practical
	Total
	

	
	
	
	
	
	
	TA
	CT
	Sub Total
	
	
	

	1
	MCSCS 101
	Computational Intelligence
	3
	1
	0
	25
	25
	50
	100
	150
	4

	2
	MCSCS 102
	Advanced Data Structures and Algorithms
	3
	1
	0
	25
	25
	50
	100
	150
	4

	3
	MCSCS 103
	Web Security
	3
	1
	0
	25
	25
	50
	100
	150
	4

	4
	MCSCS 104
	Object Oriented Software Engineering
	3
	1
	0
	25
	25
	50
	100
	150
	4

	5
	MCSCS 105
	Elective I
	3
	0
	0
	25
	25
	50
	100
	150
	3

	6
	MCSCS 106
	Elective II
	3
	0
	0
	25
	25
	50
	100
	150
	3

	7
	MCSCS 107
	Computer Aided Software Engineering  Lab
	0
	0
	3
	25
	25
	50
	100
	150
	2

	8
	MCSCS 108
	Seminar I
	0
	0
	2
	50
	-
	50
	0
	50
	1

	
	
	Total
	18
	4
	5
	225
	175
	400
	700
	1100
	25

	Elective – I (MCSCT 105)
	Elective – II (MCSCT 106)

	MCSCS 105-1
	BioComputing 
	MCSCT 106-1
	 Data Mining Concepts

	MCSCS 105-2
	Real Time Systems
	MCSCT 106-2
	Neural Networks

	  MCSCS 105-3
	Multi Core Architecture
	MCSCT 106-3
	Natural Language Processing

	  MCSCS 105-4
	Cloud Computing
	MCSCT 106-4
	 Mobile Communication Networks


L – Lecture, T – Tutorial, P – Practical

	TA
	-
	Teacher’s Assessment (Assignments, attendance, group discussion, quiz, tutorial,seminar etc.)

	CT
	-
	Class Test (Minimum of two tests to be conducted by the Institute)

	ESE
	-
	End Semester Examination to be conducted by the University

	Electives
	-
	New Electives may be added by the department according to the needs of emerging fields of  technology. The name of the elective and its syllabus should be submitted to the University before the course is offered.


Seminar               -    Students may select a topic for their seminar preferably in the same area as that of their  project.

SEMESTER – II
	Sl.No
	Course No.
	Subjects
	Hrs/ week
	Evaluation Scheme(Marks)
	Credits(C )

	
	
	
	L
	T
	P
	Sessional 
	ESE Theory / Practical
	Total


	

	
	
	
	
	
	
	TA
	CT
	Sub Total
	
	
	

	1
	MCSCS 201
	Modern Database Management
	3
	1
	0
	25
	25
	50
	100
	150
	4

	2
	MCSCS 202
	Modern Computer Networks
	3
	1
	0
	25
	25
	50
	100
	150
	4

	3
	MCSCS 203
	Operating System Design Concepts
	3
	1
	0
	25
	25
	50
	100
	150
	4

	4
	MCSCS 204
	Web Services
	3
	1
	0
	25
	25
	50
	100
	150
	4

	5
	MCSCS 205
	Elective III
	3
	0
	0
	25
	25
	50
	100
	150
	3

	6
	MCSCS 206
	Elective IV
	3
	0
	0
	25
	25
	50
	100
	150
	3

	7
	MCSCS 207
	Network Simulation Lab
	-
	-
	3
	25
	25
	50
	100
	150
	2

	8
	MCSCS 208
	Seminar II
	-
	-
	2
	50
	-
	50
	0
	50
	1

	
	
	Total
	18
	4
	5
	225
	175
	400
	700
	1100
	25


	Elective – III (MCSCT205)
	Elective – IV (MCSCT 206)

	MCSCS 205-1
	Virtualization Systems
	MCSCS 206-1
	Social Network Analytics

	MCSCS 205-2
	Grid Computing
	MCSCS 206-2
	Digital Image Processing

	MCSCS 205-3
	Advanced Computer Architecture
	MCSCS 206-3
	Embedded Systems

	MCSCS 205-4
	Parallel Algorithms
	MCSCS 206-4
	Ontology Driven Knowledge Management


L – Lecture, T – Tutorial, P – Practical
	TA
	-
	Teacher’s Assessment (Assignments, attendance, group discussion, quiz, tutorial, seminar etc.)

	CT
	-
	Class Test (Minimum of two tests to be conducted by the Institute)

	ESE
	-
	End Semester Examination to be conducted by the University

	Electives
	-
	New Electives may be added by the department according to the needs of emerging fields
of technology. The name of the elective and its syllabus should be submitted to the 

University before the course is offered..


Seminar               -     Students may select a topic for their seminar preferably in the same area as that of  their project.

SEMESTER – III

	Sl.No
	Course No.
	Subjects
	Hrs/ week
	Evaluation Scheme(Marks)
	Credits(C )

	
	
	
	L
	T
	P
	Sessional 
	ESE **

(Oral)
	Total


	

	
	
	
	
	
	
	TA*
	CT
	Sub Total
	
	
	

	1
	MCSCS 301
	Industrial Training and Mini Project
	0
	0
	20
	50
	0
	50
	100
	150
	10

	2
	MCSCS 302
	Master’s Thesis Phase - I
	0
	0
	10
	100***
	0
	100
	0
	100
	5

	
	
	Total
	0
	0
	30
	150
	0
	150
	100
	250
	15


	
	     *            TA based on a Technical Report submitted together with presentation at the end of  

                  the Industrial Training and Mini Project.

	


**        Evaluation of the Industrial Training and Mini Project will be conducted at the   

            end of the third semester by a panel of examiners, with at least one external   

            examiner, constituted by the University. 

***      The marks will be awarded by a panel of examiners constituted by the concerned 
            institute. 

SEMESTER – IV
	Sl.No
	Course No.
	Subjects
	Hrs/ week
	Evaluation Scheme(Marks)
	Credits(C )

	
	
	
	L
	T
	P
	Sessional 
	ESE ** (Oral and viva)
	Total


	

	
	
	
	
	
	
	TA*
	CT
	Sub Total
	
	
	

	1
	MCSCS 401
	Master’s Thesis Evaluation
	0
	0
	30
	100
	0
	100
	100
	200
	15

	2
	MCSCS 402
	Master’s Comprehensive Viva
	-
	-
	-
	-
	-
	-
	100
	100
	-

	
	
	Total
	0
	0
	30
	100
	0
	100
	200
	300
	15

	Grand Total of all semester
	2750
	80


*      50% of the marks to be awarded by the Project Guide and the remaining 50% to be awarded 
        by panel of examiners, including the Project Guide, constituted by the Department 

**    Thesis evaluation and Viva-voce will be conducted at the end of the fourth Semester by a 
         panel of examiners, with at least one external examiner, constituted by the University
	L
	T
	P
	C

	3
	1
	0
	4


MCSCS 101               COMPUTATIONAL INTELLIGENCE          
Module 1: 

Fuzzy systems: Introduction, fuzzy relations, arithmetic operations of fuzzy numbers, linguistic descriptions, fuzzy measures, defuzzification  methods, fuzzy logic in control and decision making application.
Module 2: 

Artificial Neural Networks :Introduction, artificial neurons, feed forward neural network, back propagation neural network, functional link neural network, cascade correlation neural network
Module 3: 

Genetic Algorithms : Introduction, theoretical foundation of genetic algorithm, implementation of genetic algorithm,  Applications of GA in Machine Learning – machine learning approach to knowledge acquisition. support vector machines for learning – linear learning machines – support vector classification – support vector regression - applications.
Module 4:  

Swarm intelligent systems : Introduction, ant colony systems, development of ant colony systems, working of ant colony systems
Expert Systems:-Introduction, stages in the development of an expert system, probability based expert systems, expert system tools

References:

1. N.P. Pandy, Artificial Intelligence and Intelligent systems, Oxford Press, New  Delhi

2. Hung T. Nguyen,Elbert A. Walker,A First Course in Fuzzy Logic,2nd Edn. 

3. Timothy J.Ross, Fuzzy Logic with Engineering Applications, McGraw Hill, 1997.

4. Yegnanarayana B, Artificial Neural Networks, PHI.
5. David E. Goldberg, Genetic algorithms in search, optimization & Machine Learning, PearsonEducation, 2006
6. Jang J.S.R., Sun C.T. and Mizutani E, Neuro-Fuzzy and Soft computing, Pearson Education 2003.

7. Mitchell Melanie, An Introduction to Genetic Algorithm, Prentice  Hall,1998.

8. Andries Engelbrecht, Computational Intelligence: An Introduction, 2007
	L
	T
	P
	C

	3
	1
	0
	4


MCSCS 102          ADVANCED DATA STRUCTURES AND                 

                                                         ALGORITHMS   
Module 1:

Trees - Threaded Binary Trees, Selection Trees, Forests and binary search trees, Counting Binary Trees, Red-Black Trees, Splay Trees, Suffix Trees, Digital Search Trees, Tries- Binary Tries, Multiway Tries
Module 2:

Priority Queues - Single and Double Ended Priority Queues, Leftist Trees, Binomial Heaps, Fibonacci Heaps, Pairing Heaps, Symmetric Min-Max Heaps, Interval Heaps
Module 3:

Analysis of Algorithms-review of algorithmic strategies, asymptotic analysis, solving recurrence relations through Substitution Method, Recursion Tree, and Master Method
Dynamic Programming- Rod cutting-top down and bottom up approach, matrix chain multiplication-recursive solution, Longest common subsequence problem

Module  4:

Maximum Flow-Flow Networks, Ford-Fulkerson method-analysis of  Ford-Fulkerson, Edmonds-Karp algorithm, Maximum bipartite matching

Computational Geometry- Line segment properties, Finding  the convex hull , Finding the closest pair of points.

References:

1. Ellis Horowitz, Sartaj Sahni, Susan Anderson Freed, Fundamentals of Data Structures in C, Second Edition, University Press, 2008
2. Yedidyah Langsam, Moshe J. Augenstein, Aaron M. Tenenbaum, Data Structures using C and C++, Second Edition, PHI Learning Private Limited, 2010
3. Thomas Cormen, Charles, Ronald Rives, Introduction to algorithm,3rd edition, PHI  Learning

4. Ellis Horowitz and Sartaj Sahni, Sanguthevar Rajasekaran, Fundamentals of Computer Algorithms,Universities Press, 2nd Edition, Hyderabad .

5. Sara Baase & Allen Van Gelder , Computer Algorithms – Introduction to Design  and            
       Analysis, Pearson Education..  

6. Anany Levitin, Introduction to The Design & Analysis of Algorithms, Pearson 

Education, 2nd Edition, New Delhi, 2008.     

7. Berman and Paul, Algorithms, Cenage Learning India Edition, New Delhi, 2008.

8. S.K.Basu , Design Methods And Analysis Of Algorithms ,PHI  Learning Private Limited, New Delhi,2008.

9. Jon Kleinberg and Eva Tardos, Algorithm Design, Pearson Education, NewDelhi, 2006.

10. Hari Mohan Pandey, Design Analysis And Algorithms, University Science Press, 2008.

11. R. Panneerselvam, Design and Analysis of Algorithms, PHI Learning Private Limited, New Delhi, 2009.

12. Udit Agarwal, Algorithms Design And Analysis, Dhanapat Rai & Co, New Delhi, 2009.

13. Aho, Hopcroft and ullman, The Design And Analysis of Computer Algorithms, Pearson Education, New Delhi, 2007.

14. S.E.Goodman and S. T. Hedetmiemi, Introduction To The Design And Analysis Of Algorithms, McGraw-Hill International Editions, Singapore 2000.

15. Richard Neapolitan, Kumarss N, Foundations of Algorithms, DC Hearth &company.

16. Sanjay Dasgupta, Christos Papadimitriou, Umesh Vazirani, Algorithms, Tata McGraw-Hill Edition.
	L
	T
	P
	C

	3
	1
	0
	3


MCSCS 103                                 Web security
Module 1:
Web application security- Key Problem factors – Core defence mechanisms- Handling user access- handling user input- Handling attackers – web spidering – Discovering hidden content 

Transmitting data via the client – Hidden form fields – HTTP cookies – URL parameters – Handling client-side data securely – Attacking authentication – design flaws in authentication mechanisms –securing authentication
Attacking access controls – Common vulnerabilities – Securing access controls
Module 2: 
SQL Injection - How it happens - Dynamic string building - Insecure Database Configuration - finding SQL injection – Exploiting SQL injection – Common techniques – identifying the database – UNION statements – Preventing SQL injection

Platform level defenses - Using run time protection - web application Firewalls - Using ModSecurity - Intercepting filters- Web server filters - application filters – securing the database – Locking down the application data – Locking down the Database server

Module3:
Mod Security - Blocking common attacks –  HTTP finger printing –  Blocking proxied requests –  Cross-site scripting – Cross-site request forgeries – Shell command execution attempts – Null byte attacks – Source code revelation – Directory traversal attacks – Blog spam – Website defacement – Brute force attack – Directory indexing – Detecting the real IP address of an attacker

Module 4: 
Web server Hacking - Source code disclosure – Canonicalization attacks – Denial of service – Web application hacking – Web crawling
Database Hacking – Database discovery – Database vulnerabilities
References:

1. Dafydd Stuttard, Marcus Pinto, The Web Application Hacker’s Handbook, 2nd Edition, Wiley Publishing, Inc.

2. Justin Clarke, SQL Injection Attacks and Defense, 2009, Syngress Publication Inc.

3. Magnus Mischel , ModSecurity 2.5,  Packt Publishing
4. Stuart McClure Joel, ScambRay, George Kurtz,  Hacking Exposed  7: Network Security Secrets & Solutions, Seventh Edition, 2012, The McGraw-Hill Companies

MCSCS104   OBJECT ORIENTED SOFTWARE ENGINEERING   
	L
	T
	P
	C

	3
	1
	0
	4


Module 1: 
System Concepts – Project Organization – Communication- Life cycle models – Unified Process – Interative and Incremental -  Workflow – Agile Processes-Project Planning & Estimation
Module 2: 
Requirements Elicitation – Requirement Documentation-Use Cases- Unified Modeling language- Introduction, UML Diagrams – Class diagrams, Sequence diagrams, Object diagrams, Deployment diagrams, Use case diagrams, State diagrams, Activity diagram, Component diagrams – Case Study-  Identifying Classes- Noun Phrase Approach, Common class Pattern Approach, Use-Case Driven Approach, CRC.

Module 3:
Analysis Object Model (Domain Model) – Analysis Dynamic Models- Non-functional requirements – Analysis Patterns. System Design Architecture – Design Principles – Design Concepts - Design Patterns – Architectural Styles-Dynamic Object Modeling – Static Object Modeling – Interface Specification – Object Constraint Language.

Module 4:
Mapping Design (Models) to Code – Model Transformation- Refactoring- Mapping Associations- Mapping Activities- Testing-  Configuration Management – Maintenance process- System documentation – program evolution dynamics 

References:
1. Bernd Bruegge, Alan H Dutoit, “Object-Oriented Software Engineering” Second edition, Pearson Education,   2004.

2. Craig Larman, “Applying UML and Patterns” Third edition, Pearson Education,   2005.
3. Stephen Schach, “ Software Engineering” Seventh edition, McGraw-Hill, 2007.

4. Ivar Jacobson, Grandy Booch, James Rumbaugh, “ The Unified Software Development Process”, Pearson Education,   1999.
5.  Alistair Cockburn, “Agile Software Development” Second edition,  Pearson Education,   2007.

	L
	T
	P
	C

	3
	0
	0
	3


MCSCS 105-1                                BIOCOMPUTING

Module 1: 
Molecular Biology and Biological Chemistry - The Genetic Material, Gene Structure and Information Content, Protein Structure and Function, The Nature of Chemical Bonds, Molecular Biology Tools, Genomic Information Content, Major Databases in Bioinformatics

Information Search and Data Retrieval- Tools for Web Search, Data Retrieval Tools, Data Mining of Biological Databases

Gene Analysis and Gene Mapping- Genome Analysis, Genome Mapping, Physical Maps, Cloning The Entire Genome, Genome Sequencing,The Human Genome Project (HGP)

Module 2:

Alignment of Pairs of Sequences - Methods of Sequence Alignments, Using Scoring Matrices, Measuring Sequence Detection Efficiency, Methods of Multiple Sequence Alignment, Evaluating Multiple Alignments, Phylogenetic Analysis, Tree Evaluation

Tools for Similarity Search and Sequence Alignment – Working with FASTA, BLAST, FASTA and BLAST Algorithms Comparison 

Module 3:

Profiles and Hidden Markov Models - Using Profiles, Hidden Markov Models
Gene Identification and Prediction – Basis of Gene Prediction, Pattern Recognition, Gene Prediction Methods

Gene Expression and Microarrays – Working with DNA Microarrays, Clustering Gene Expression Profiles, Data Sources and Tools for Microarray Analysis, Applications of Microarray Technology 

Module 4:

Protein Classification and Structure Visualization - Protein Structure Visualization, Protein Structure Databases, Protein Structure Alignment, Domain Architecture Databases, Protein Classification Approaches, Protein Identification and Characterization, Primary and Secondary Structure Analysis and Prediction, Patterns and Fingerprints Search, Methods of 2D Structure Prediction, Protein Prediction from a DNA Sequence
Proteomics – Tools and Techniques in Proteomics, Protein-Protein Interactions, Methods of Gene Family Identification

Computational Methods for Pathways and Systems Biology – Analysis of Pathways, Metabolic Control Analysis, Simulation of Cellular Activities, Biological Markup Languages

References:
1. S C Rastogi, N Mendiratta, P Rastogi, Bioinformatics Methods and Applications Genomics, Proteomics and Drug Discovery, Third Edition, PHI Learning Private Limited, 2011 

2. Vittal R Srinivas, Bioinformatics A modern Approach, PHI Learning Private Limited, 2009 

3. Bryan Bergeron, Bioinformatics Computing PHI Learning Private Limited, 2010

4. Dan E Krane, Michael L Raymer, Fundamental Concepts of Bioinformatics, Pearson Education, 2003  

5. T K Attwood, D J Parry Smith, Introduction to Bioinformatics, Pearson Education, 2003.
	MCSCS 105-2
	REAL TIME SYSTEMS
	L
	T
	P
	C
	

	Module 1
	
	3
	0
	0
	3
	

	
	
	
	
	
	
	


Introduction: Hard Versus Soft Real time Systems: Jobs and Processors –Real times, Deadlines and Timing constraints – Hard and Soft timing constraints – Hard Real time systems – Soft Real time systems – A reference model of Real time systems: Processors and resources – Temporal parameters of Real time workload – Periodic task model –Precedence constraints and data dependency – Other types of dependencies – Functional Parameters – Resource Parameters of Jobs and Parameters of resources – Scheduling hierarchy.

Module 2
Commonly used approaches to Real time scheduling: Clock driven approach – Weighted round robin approach – Priority Driven approach – Dynamic versus Static systems –Effective Release times and Deadlines – Optimality of EDF and LST – Challenges in validating timing constraints in Priority driven systems – Offline versus Online scheduling –Clock driven scheduling: Notations and assumptions – Static Timer driven scheduler –General structure of Cyclic schedules – Cyclic executives – Improving average response time of Aperiodic jobs – Scheduling Sporadic jobs .

Module 3
Priority driven scheduling of Periodic jobs: Static assumptions – Fixed priority versus Dynamic priority algorithms – Maximum schedulable utilization – Optimality of RM and DM algorithms – Schedulability test for Fixed priority tasks with Short response times – Schedulability Test for Fixed priority tasks with arbitrary response times – Sufficient Schedulability conditions for RM and DM algorithms.

Module 4
Scheduling Aperiodic and Sporadic Jobs in Priority Driven Systems: Assumptions and Approaches – Deferrable servers – Sporadic servers – Constant Utilization,. Resources and Resource Access Control: Assumptions on resources and their usage – Effects of resource contention and resource access control – Non preemptive Critical Sections – Basic Priority Inheritance Protocol – Basic Priority Ceiling Protocol - Stack Based Priority ceiling Protocol – Preemption Ceiling Protocol.

References:
1. Jane W.S. Liu, “Real-Time Systems”, Pearson Education, 2000, ISBN NO: 81–7758– 575-4. 

2. Phillip A. Laplante, “Real-Time Systems Design and Analysis”, Prentice Hall of India, Second Edition, 2001, ISBN NO: 81-203-1684-3. 

3. Krishna C. M., Kang G. Shin, “Real-Time Systems”, McGraw-Hill International Edition. ISBN: 0-07-114243-6. 

	MCSCS 105-3
	MULTICORE ARCHITECTURE
	L
	T
	P
	C
	

	Module 1
	
	3
	0
	0
	3
	

	
	
	
	
	
	
	


Fundamentals of Superscalar Processor Design- Limitations of ILP, Super Scalar Processor Design, Multi Threading, Thread Level Parallelism – Introduction to Multicore Architecture – Multicore Vs MultiThreading.

Module 2
Symmetric shared memory architectures, distributed shared memory architectures, Issues related to multicore caches, Design of mutlicore core caches, levels of caches, cache optimization, Models of memory consistency, Virtual Memory.

Module 3
Cache coherence protocols (MSI, MESI, MOESI),scalable cache coherence, Snoop-based Multiprocessor Design -- Correctness requirements, design with single-level caches and an atomic bus, multilevel cache hierarchies, dealing with split-transaction bus, coherence for shared caches and virtually indexed caches, TLB coherence Overview of directory based approaches, design challenges of directory protocols, memory based directory protocols, cache based directory protocols, protocol design tradeoffs, synchronization.

Module 4
PowerPC architecture – RISC design, PowerPC ISA, PowerPC Memory Management Power 5 Multicore architecture design, Power 6 Architecture. Cell Broad band engine architecture, PPE (Power Processor Element), SPE (Synergistic processing element) Interconnection Network Design - Interconnection topologies, routing techniques, flow control mechanisms, router architecture, arbitration logic.

References:
1. Hennessey & Paterson, “Computer Architecture A Quantitative Approach”, Harcourt Asia, Morgan Kaufmann, 1999. 
2.  Kai Hwang, “Advanced Computer Architecture: Parallelism, Scalability and   

      Programmability” McGraw-Hill,1993. 

3.Richard Y. Kain, “Advanced Computer Architecture: A System Design Approach”,  

    PHI, 1999. 

4. IBM Journals for Power 5, Power 6 and Cell Broadband engine architecture. 

5. Rohit Chandra, Ramesh Menon, Leo Dagum, and David Kohr, “Parallel Programming in OpenMP”, Morgan Kaufmann, 2000. 

6. Joseph JaJa, ” Introduction to Parallel Algorithms”, Addison-Wesley, 1992. 
	MCSCS 105-4
	CLOUD COMPUTING
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1
 Understanding cloud computing:Cloud Computing – History of Cloud Computing – Cloud Architecture – Cloud Storage – Why Cloud Computing Matters – Advantages of Cloud Computing – Disadvantages of Cloud Computing – Companies in the Cloud Today – Cloud Services understanding cloud services: Web-Based Application – Pros and Cons of Cloud Service Development – Types of Cloud Service Development – Software as a Service – Platform as a Service –Infraestructure as a service Web Services – On-Demand Computing – Discovering Cloud Services Development Services and Tools – Amazon Ec2 – Google App Engine – IBM Clouds.
Module 2

Webservices, AJAX and mashups-Web services: SOAP and REST, SOAP versus REST, AJAX: asynchronous 'rich' interfaces, Mashups: user interface services Virtualization Technology: Virtual machine technology, virtualization applications in enterprises, Pitfalls of virtualization Multitenant software:  Multi-entity support, Multi-schema approach, Multitenance using cloud data stores, Data access control for enterprise applications
Module 3

Cloud security fundamentals, Vulnerability assessment tool for cloud, Privacy and Security in cloud, Cloud computing security architecture:  Architectural Considerations- General Issues, Trusted Cloud computing, Secure Execution Environments and Communications, Micro-architectures; Identity Management and Access control, Identity management, Access control, Autonomic Security, Cloud computing security challenges: Virtualization security managementvirtual threats, VM Security Recommendations, VM-Specific Security techniques,Secure Execution Environments and Communications in cloud.
Module 4

Communicating with the cloud,media and streaming,Managing cloud services:Examining organizatinas issues, Looking at the technical interface,Managing cloud resources,Administering cloud services,,Cloud management standards,Monitoring the cloud .Migrating to the cloud:cloud services for individuals,enterprise class cloud offerngs,migrationBroad Approaches to Migrating into the Cloudhe Seven-Step Model of Migration into a Cloud,mobile clouds and mobile webservices,best practices,enterprise cloud computing ecosystem
References

1. Michael Miller, Cloud Computing: Web-Based Applications That Change the Way 

    You Work and Collaborate Online, Que Publishing, August 2008.  

2. Sosinsky B., “Cloud Computing Bible”, Wiley India

3.  Judith Hurwitz, R.Bloor, M.Kanfman, F.Halper,” Cloud Computing for Dummies” 

   (Wiley India Edition)

4.Antohy T Velte, et.al ,”Cloud Computing : A Practical Approach,” McGraw Hill,

5 Gautam Shroff “Enterprise Cloud Computing”,Cambridge university press

6. Ronald Krutz and Russell Dean Vines,” Cloud Security-a comprehensive guide to secure cloud  

   Computing, Wiley-India

7. Tim Malhar, S.Kumaraswammy, S.Latif ,”Cloud Security & Privacy “,(SPD,O’REILLY)

8. Buyya R., Broberg J., Goscinski A., “Cloud Computing : Principles and Paradigm”, John Wiley & Sons

	L
	T
	P
	C

	3
	0
	0
	3


MCSCS 106-1             DATA MINING CONCEPTS

Module 1:

Data Mining: - Tasks and  Functionalities –Attribute types-Preprocessing –Similarity and Dissimilarity measures
Association Rule Mining: - Efficient and Scalable Frequent Item set Mining Methods - Mining Various Kinds of Association Rules - Correlation Analysis – Mining in Multidimensional space -Constraint- Based Frequent Pattern  Mining

Module 2:
Classification and Prediction: - Issues  - Decision Tree Induction - Bayesian Classification - Rule Based Classification – Model Evaluation-Classifier Performance
Advanced Classification:- Associative Classification - Lazy Learners - Other Classification Methods - Prediction - Accuracy and Error Measures - Ensemble Methods - Model Section.

Module 3:
Data Warehousing and Business Analysis: - Data warehousing Components -Mapping the Data Warehouse to a Multiprocessor Architecture - Metadata –OLTP and OLAP 
Cluster Analysis: Categorization of Major Clustering Methods - Clustering High-Dimensional Data - Constraint- Based Cluster Analysis-Fuzzy clusters

Module 4:

Outlier Analysis:- Statistical approaches-Proximity based approaches-Clustering and Classification based  approaches
Advanced Techniques : -Web Mining, Spatial Mining, Text Mining

References: 
1. Jiawei Han and Micheline Kamber "Data Mining Concepts and Techniques" Elsevier,    Reprinted 2008. 

2. Pang-Ning Tan, Michael Steinbach and Vipin Kumar "Introduction to Data Mining", Pearson Education, 2007 
3. K.P. Soman, Shyam Diwakar and V. Ajay "Insight into Data mining Theory and Practice",Easter Economy Edition, Prentice Hall of India, 2006. 
4. G. K. Gupta "Introduction to Data Mining with Case Studies", Easter Economy Edition, Prentice Hall of India, 2006. 
5. Alex Berson and Stephen J. Smith "Data Warehousing, Data Mining & OLAP", Tata McGraw - Hill Edition, Tenth Reprint 2007. 
	MCSCS 106-2
	NEURAL NETWORKS
	L
	T
	P
	C
	

	Module 1
	
	3
	0
	0
	3
	

	
	
	
	
	
	
	


Introduction to biological neuron, Artificial Neuron, Feedforward neural networks and supervised learning- Abstraction - Activation functions – mathematical preliminaries – Architecture – Properties and applications. Geometry of binary threshold neurons and their networks, Perceptrons and LMS.

Module 2
Back propagation network – BPN Learning algorithm - Examples. Considerations in implementing Back Propagation Algorithm. Structure growing algorithm, fast relatives of BPN- Applications of feed forward neural networks. Bayes’ theorem- Implementing classification decisions with Bayes theorem.

Module 3
Recurrent neurodynamical systems: Dynamical systems – Stability-Linear and nonlinear dynamical systems-Lyapunov stability.

Associative Memory- Linear associative memory,Hopfield networks- Applications-Boltzmann machine.

BAM- BAM stability analysis- Continuous BAM- Adaptive BAM-Applications.

Module 4
ART: Noise saturation dilemma – solution. ART-Outstar- Instar-ART1- Applications. The new generation- pulsed neuron model- Integrate and fire neurons- conductance based models.

References:
1. Satish Kumar, “Neural Networks- A classroom Approach”, The McGraw-Hill Companies. 

2. James A. Anderson , “An introduction to Neural Networks” ,PHI. 

3. Simon Haykin , “Neural Networks :A comprehensive foundation” , Pearson Education. 
	L
	T
	P
	C

	3
	0
	0
	3


MCSCS 106-3            NATURAL LANGUAGE PROCESSING       
Module 1: 
Introduction - Knowledge in speech and language processing - Ambiguity - Models and Algorithms - Language, Thought and Understanding. Regular Expressions and automata: Regular expressions - Finite-State automata. Morphology and Finite-State Transducers: Survey of English morphology - Finite-State Morphological parsing - Combining FST lexicon and rules - Lexicon-Free FSTs: The porter stammer - Human morphological processing

Module 2:
Syntax - Word classes and part-of-speech tagging: English word classes - Tagsets for English - Part-of-speech tagging - Rule-based part-of-speech tagging - Stochastic part-of-speech tagging - Transformation-based tagging - Other issues. Context-Free Grammars for English: Constituency - Context-Free rules and trees - Sentence-level constructions - The noun phrase - Coordination - Agreement - The verb phase and sub categorization - Auxiliaries - Spoken language syntax - Grammars equivalence and normal form - Finite-State and Context-Free grammars - Grammars and human processing. Parsing with Context-Free Grammars: Parsing as search - A Basic Top-Down parser - Problems with the basic Top-Down parser - The early algorithm - Finite-State parsing methods.

Module 3: 
Advanced Features and Syntax - Features and Unification: Feature structures - Unification of feature structures - Features structures in the grammar - Implementing unification - Parsing with unification constraints - Types and Inheritance. Lexicalized and Probabilistic Parsing: Probabilistic context-free grammar - problems with PCFGs - Probabilistic lexicalized CFGs - Dependency Grammars - Human parsing.

Module 4: 
Semantic Representing Meaning - Computational desiderata for representations - Meaning structure of language - First order predicate calculus - Some linguistically relevant concepts - Related representational approaches - Alternative approaches to meaning. Semantic Analysis: Syntax-Driven semantic analysis -Attachments for a fragment of English - Integrating semantic analysis into the early parser - Idioms and compositionality - Robust semantic analysis. Lexical semantics: relational among lexemes and their senses - WordNet: A database of lexical relations - The Internal structure of words - Creativity and the lexicon. Application: Word sense Disambiguation.

References:
1. Daniel Jurafsky & James H.Martin, “Speech and Language Processing”, Pearson    

Education (Singapore) Pte. Ltd., 2002.

2.  James Allen, “Natural Language Understanding”, Pearson Education, 2003. 

3. Gerald J. Kowalski and Mark.T. Maybury, “Information Storage and Retrieval  Systems”, Kluwer academic Publishers, 2000.

4. Tomek Strzalkowski “Natural Language Information Retrieval“, Kluwer academic Publishers, 1999. 

5. Christopher  D.  Manning  and  Hinrich  Schutze,  “Foundations  of  Statistical  Natural Language Processing “, MIT Press, 1999
	MCSCS 106-4
	MOBILE COMMUNICATION NETWORKS
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1:

 Introduction:Wirelessnetworks,MobileTelephoneSystems,emergingtechnologies,
WiFi,WiMAX,

3G-Telecommunications:GSM-DECT-TETRA–UMTS-IMT-2000

Satellite Systems: Basics-Routing-Localization-Handover-Broadcast Systems: Overview –Cyclic Repetition of Data-Digital Audio Broadcasting – Digital Video Broadcasting.

Module 2:

 Mobile computing environment: Functions-architecture-design considerations, content architecture -CC/PP exchange protocol, context manager. 

Location management: Handoff in wireless mobile networks-reference model-handoff schemes. Location management in cellular networks -location and tracking management schemes-time, movement, profile and distance based update strategies.

Module 3 :

 Mobile Network and Transport Layer -WAP: WAP push architecture -Datagram Protocol-Transport Layer Security- Transaction Protocol-Session Protocol-Application Environment, Wml scripts and applications –Wireless Telephony Application.

Module 4:

 Open protocols: Service discovery technologies-SDP, Jini, SLP, UpnP protocols–data synchronization-Sync ML framework -Context aware mobile services -Context aware sensor networks,.-Context aware security.

References:

1. Ivan Stojmenovic , Handbook of Wireless Networks and Mobile Computing, John Wiley & sons Inc, Canada, 2002.

2. Asoke K Taukder,Roopa R Yavagal,Mobile Computing, Tata McGraw Hill Pub Co. , New Delhi, 2005.

3. J.Schiller, Mobile Communication, Addison Wesley, 2000.

4. William Stallings, Wireless Communication and Networks, Pearson Education, 2003.

5. Singhal, WAP-Wireless Application Protocol, Pearson Education, 2003
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MCSCS 107 COMPUTER AIDED SOFTWARE ENGINEERING LAB
1. System Requirement Specification (SRS) and related analysis documents as per the guidelines in ANSI/IEEE Std 830-1984. 
2. Design documents representing the complete design of the software system. 
3. Analysis and design for the same problem should be done using Object Ori-ented approach. 
4. Test documents as per ANSI/IEEE Std. 829/1983 Software Test Documenta-tion. 
5. Simple exercises in effort and cost estimation in COCOMO model. 
6. Application of COCOMO and Function Point (FP) model for the actual pro-ject that has been chosen. 
7. Familiarization of UML diagrams.
8. Familiarization of CASE workbenches.
9. Familiarization of some reverse engineering tools available in the public do-main. 
10. At the end of the semester, there should be a presentation of the project with demonstration. 
11. It is also advisable to have the students present the documents associated with the projects as and when they are ready. This will help the instructor identify pointing out the mistakes to them and the rest of the students. 
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MCSCS 108                                    SEMINAR- I
Each student should present a seminar on any topic related to the core / elective courses offered in the first semester of the M. Tech. Programme. The selected topic should be based on the papers published in reputed international journals preferably IEEE/ACM. The selected paper should be  approved by the Programme Co-ordinator / Faculty member before presentation.  The students should undertake a detailed study on the topic and submit a report at the end of the semester. Marks will be awarded based on the topic, presentation, participation in the seminar and the report.
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MCSCS 201              MODERN  DATABASE MANAGEMENT
Module 1

Web Databases: NoSQL Databases - MongoDB example -Semi-structured data management-XML, XPath and XQuery, Document data-stores -Examples, Key-Value data-stores – Examples-  In-memory databases-VoltDB example

Embeeded Databases - definition- Example - SQLite internal architecture and data types

Module 2
Advanced databases: Spatial Data Management: Types Of Spatial Data And Queries- Point And Region Data-Queries-Applications Involving Spatial Data, -Spatial Indexes-indexing using Space Filling Curves- Region Quad Trees and Z Ordering – Index Structures - Grid Files, Rtrees
Distributed databases- distributed file systems- Examples- distributed query processing-

Module 3
Next Generation Databases: Cloud Databases- methods to run- virtual machine deployment, as a service-  Column Stores-Examples- Cassandra, HBase-Aggregation and Join, - Case study- BigTable Google’s distributed storage system for structured data-building blocks-GFS, Scheduler, Lock  Service, MapReduce

Graph databases- Comparison of Twitter’s FlockDB and Neo4j- Overview of NewSQL- Case study -Google's Spanner 
Module 4
Emerging Technologies: 
Multimedia Databases-Multimedia Sources-Image Databases-Compressed Representations-Similarity Based Retrieval

Mobile Databases- Mobile Database Systems – Transaction Execution in MDS- Mobile Transaction Models -Concurrency Control Mechanism-Transaction Commit Protocols- Mobile database Recovery: Log management in mobile database systems - Mobile database recovery schemes

References:
1. Serge  Abiteboul, Ioana Manolescu, Philippe Rigaux, Marie -Christine Rousset, Pierre Senellart, Web Data Management, Cambridge University Press, 450 pages,2011. (also available online)
2. Bhavani Thuraisingham, XML Databases and the Semantic Web, CRC Press, 2002.

3. Elmasri R., Navathe S.B., "Fundamentals of Database Systems",
Pearson Education/Addison Wesley, Fifth Edition, 2007.

4. Henry F Korth, Abraham Silberschatz, Sudharshan S., “Database System Concepts”, McGraw Hill, Fifth Edition, 2006. 

5. SQLite, FromWikipedia,the free encyclopedia,
 http://en.wikipedia.org/wiki/SQLite
6. Raghu Ramakrishnan, Johannes Gehrke, “Database Management Systems”, McGraw Hill, Third Edition, 2004. 
7. Dale Anderson, Big Data and NoSQL Technologies at http://dbbest.com/blog/big-data-nosql-technologies/

8. Dale Anderson, Column Oriented Database Technologies at http://dbbest.com/blog/column-oriented-database-technologies/

9. Big Table and Column Databases,Ling Liu,College of Computing http://www.cc.gatech.edu/~lingliu/courses/cs4440/notes/17.BigTableColumnDB.pdf
10. Fay Chang, Jeffrey Dean, Sanjay Ghemawat, Wilson C. Hsieh, Deborah A. Wallach Mike Burrows, Tushar Chandra, Andrew Fikes, Robert E. Gruber, Bigtable: A Distributed Storage System for Structured Data at http://static.googleusercontent.com/external_content/untrusted_dlcp/research.google.com/en//archive/bigtable-osdi06.pdf
11. Graph databases- Ian Robinson, Jim Webber, Emil Eifrem, O’Reilly
12.  Klint Finley, 5 Graph Databases to Consider at http://readwrite.com/2011/04/20/5-graph-databases-to-consider
13. Vijay Kumar, “Mobile Database Systems”, A John Wiley & Sons, Inc., Publication. 
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Module 1
Physical Layer: Data Transmission- Analog and Digital Transmission, Transmission Impairments, Channel Capacity. Transmission Media- Wired Transmission, Wireless Transmission, Wireless Propagation, Line-of Sight Transmission, Signal Encoding Techniques
Data link layer: TCP/IP Protocol Architecture, Framing, Reliable Transmission, Ethernet (802.3) and Token Ring (802.5)

Module 2
Network Layer: Connecting Devices. ARP, RARP. IP Address – Sub netting / Super netting, Packet Forwarding with Classful / Classless Addressing, Datagram Fragmentation, Components in IP software, Private IP and NAT. ICMP. Routing Protocols -Distance Vector Routing-RIP, Link-State Routing-OSPF

Module 3
Transport Layer: UDP- Port Addressing, UDP datagram, UDP operation. TCP- TCP services and features, TCP segment, TCP connection, TCP state transitions, TCP module’s algorithm, Flow and Error control, Congestion control, TCP Timers. SCTP- SCTP services and features, Packet format, SCTP connection, State Transitions, Flow and Error control.

Module 4
Application Layer: DNS- Distribution of Name Space, Name Resolution, DNS messages, HTTP-Architecture, HTTP Transaction, DHCP - Address allocation, Packet format. SNMP- SMI, MIB, SNMP PDUs, Real Time Data Transfer- RTP, RTCP, Voice over IP-Session Initiation Protocol.

References:
1. William Stallings, “Data and Computer Communications” , Pearson Education. 

2. Behrouz A Forouzan, ”TCP/IP Protocol Suite”, Tata McGraw-Hill. 

3. Peterson and Davie, “Computer Networks A systems approach” , Elsevier. 

4. Kurose and Ross, “Computer Networks A systems approach” , Pearson Education. 

5. Behurouz A Forouzan, “Data Communications & Networking”,4th edition, McGraw-Hill. 
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MCSCS 203        OPERATING SYSTEM DESIGN CONCEPTS
Module 1 
 Overview of the System - Evolution of operating system -Characteristics of modern operating system- Traditional and Modern Unix systems-Introduction to the Kernel -Architecture of the UNIX operating system - Introduction to system concepts - Kernel data structures - System administration. The Buffer Cache: Buffer headers - Structure of the buffer pool - Scenarios for retrieval of a buffer - Reading and writing disk blocks - Advantages and disadvantages of the buffer cache. 
Module 2
 File Subsystems - Inode - Regular file - Directories - Conversion of a path name to an Inode - Super block – Inode  assignment to a new file - Allocation of disk blocks- System Calls for the file system: Open - Read - Write - File and record locking - Adjusting the position of file I/O - lseek - close - File creation - Creation of special files - Changing directory, root, owner, mode - stat and fstat - Pipes - Dup - Mounting and unmounting file systems - link- unlink - File system abstraction and maintenance 
Module 3 
Processes - Process states and models - Process context - Manipulation of the process address space -Sleep- Process Control - Process creation - Signals - Process termination  - Invoking other programs - user id of a process - Changing the size of a process - Shell - System boot and the INIT process- Process Scheduling-Unix concurrency mechanisms-Distributed Process Management – Process migration-Distributed  Mutual  Exclusion
Module 4 
Memory Management -Swapping - Demand paging - Hybrid System- I/O Subsystem - Driver Interface - Disk Drivers - Terminal Drivers- Streams - Inter process communication- Process tracing - System V IPC - Network Communications - Sockets. 
References: 
1. Maurice J. Bach, "The Design of the Unix Operating System", First Edition, Prentice Hall of India, 1986. 

2. William Stallings, "Operating Systems",Fourth Edition, Pearson Education,  2004

3.   Uresh Vahalia, "Unix Internals - The new Frontiers", Pearson Education, 2006 
4.   B. Goodheart, J. Cox, "The Magic Garden Explained", Prentice Hall of  India, 1986. 
5.   S. J. Leffler, M. K. Mckusick, M. J. .Karels and J. S. Quarterman., "The  Design   

      And Implementation of the 4.3 BSD Unix Operating System", Addison Wesley, 1998
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Module 1:

Web Services – Introduction to Web Services , Web Services Architecture, Web Services Communication Models, Implementing Web Services. 
Module 2:
SOAP- Anatomy of a SOAP Message, SOAP Encoding, SOAP Message Exchange Model, SOAP Communication, SOAP Messaging, SOAP Bindings for Transport Protocols, SOAP Security, Building SOAP Web Services, Developing SOAP Web Services Using Java

Module 3:
WSDL- Anatomy of a WSDL Definition Document, WSDL Bindings, WSDL Tools

UDDI- UDDI Registries, Programming with UDDI, Implementations of UDD, Registering as a Systinet, UDDI Registry User ,Publishing Information to a UDDI Registry, Searching Information in a UDDI Registry,Deleting Information from a UDDI Registry

Module 4:
XML Processing and Data Binding with Java APIs - Extensible Markup Language (XML)Basics, Java API for XML Processing (JAXP), Java Architecture for XML Binding (JAXB)

XML Messaging Using JAXM and SAAJ - The Role of JAXM in Web Services, JAXM API Programming Model, Basic Programming Steps for Using JAXM, JAXM Deployment Model, Developing JAXM-Based Web Services

References:
1. Ramesh Nagappan, Robert Skoczylas,Rima Patel Sriganesh, Developing Java Web Services, Wiley Publishing Inc.,2003.
2. Richard Monson Haefel, J2EE Web Services, Pearson Education, 2004.

3. Travis Vandersypen, Jason Bloomberg, Madhu Siddalingaiah, Sam Hunting, Michael D Qualls, David Houlding, Chad Darby, Diane Kennedy, XML and Web Services Unleashed, Pearson Education, 2002.

4. Frank P Coyle, XML Web Services and Data Revolution,  Pearson Education, 2002.

5. Mark Hansen, SOA Using Java Web Services, Pearson Education, 2007.
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MCSCS 205-1                VIRTUALIZATION  SYSTEMS
Module 1:

Overview: Why server virtualization –History and re-emergence –General structures. Architectures comparison. Commercial solutions –VMWare, Xen.
Virtual machines: CPU virtualization -Privileged instructions handling -Hypervisor -     Paravirtualization. Hardware-assisted virtualization. Booting up. Time keeping. CPU scheduling. Commercial examples
Module 2:

Memory management in virtualization: partitioning –reclamation –ballooning. Memory sharing. OS-level virtualization –VM Ware –Red Hat Enterprise Virtualization.

Module 3:

I/O virtualization: Virtualizing I/O devices -monolithic model -virtual I/O server. Virtual networking –tunneling –overlay networks. Commercial examples. Virtual storage: Granularity -file system level –blocks level.
Module 4:

Virtualized computing: Virtual machine based distributed computing, elastic cloud computing, clustering, cold and hot migration. Commercial examples. Challenges and future trends. 
References:
      1.  Virtual Machines: Versatile Platforms for Systems and Processes (1st Ed): Jim Smith,            

           Ravi Nair; Morgan Kaufmann (2005)
      2.  Applied Virtualization Technology - Usage models for IT professionals and Software     

           Developers (1st Ed): Sean Campbell Intel Press (2006). 
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MCSCS 205-2                            GRID COMPUTING     

Module 1:Grid Computing

Introduction -Definition -Scope of grid computing. Grid computing model- Grid Protocols – Desktop grids: Characteristics – key elements – Role in enterprise computing infrastructure. Data grids: Avaki Data Grid – Data grid Architecture.

Module 2:Grid Computing Initiatives

Grid Computing Organizations and their roles – Grid Computing anatomy – Grid Computing road map. Grid Computing Applications: Merging the Grid services Architecture with the Web Services Architecture.

Module 3:Technologies

OGSA – Sample use cases – OGSA platform components – OGSI – OGSA Basic Services.

Managing Grid Environments: Managing grids – management reporting – monitoring – service level management – data catalogs and replica management.

Module 4:Grid Computing Tool Kits

Globus GT3 Toolkit – Architecture, Programming model, High level services – OGSI .Net middleware Solutions.

References:
1. Joshy Joseph & Craig Fellenstein, “Grid Computing”, PHI, PTR-2003. 

2. Ahmar Abbas, “Grid Computing: A Practical Guide to technology and Applications”, Charles River media – 2003. 

3. Ian Foster, Carl Kesselman, “The Grid2: Blueprint for a New Computing Infrastructure”. Morgan Kaufman, New Delhi, 2004. 

4. Fran Bermn, Geoffrey Fox, Anthony Hey J.G., “Grid Computing: Making the Global Infrastructure a Reality”, Wiley, USA, 2003. 

5. Maozhen Li, Mark Baker, “The Grid: Core Technologies”, John Wiley & Sons, 2005. 

6. URLs: www.globus.org and glite.web.cern.ch (Unit 5). 
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MCSCS 205-3         Advanced Computer Architecture 

Module 1:
Storage Technologies - Memory Hierarchy, Cache memory-generic cache memory organization, mapping techniques ,  instruction caches and unified caches , performance impact of cache parameter, writing cache-friendly code. Virtual memory, virtual memory as a tool for caching, case study of Pentium/Linux memory system-Pentium address translation, Linux Virtual memory system, memory mapping, dynamic memory allocation, garbage collection- garbage collector basics, mark & sweep garbage collector.

Module 2:
Processor Architecture - Y86 instruction set architecture, sequential Y-86 implementations, organizing processing into stages, sequential hardware structure, sequential timing, sequential stage implementations, General principles of pipelining, Pipelined Y86 implementation.

Module 3:
Optimizing Program Performance - Capabilities and limitations of optimizing compilers, Eliminating loop inefficiencies, reducing Procedure calls, Eliminating unneeded memory reference, reducing loop overhead, converting to pointer code, enhancing Parallelism -loop splitting, register spilling, limits of parallelism, Branch prediction and misprediction penalties , memory performance, performance bottlenecks.

Module 4:
Measuring Program Execution Time - Flow of time on a computer system, process scheduling and timer interrupts, measuring time by interval counting, operation, reading the processor timers, accuracy of processor  timers, IA32 cycle counters, measuring program execution time with cycle counter. Concurrent programming with processes, Concurrent program with Threads

References:

1. Randal E bryant and David O'Hallaron “Computer Systems A programmer's perspective” Pearson Education 

2. Kaihwang and Naresh Jotwani,  “Advanced Computer  Architecture ” 2nd edition Tata Mcgraw-Hill

3. . Hennessy J.L and David A. Patterson  “Computer Architecture- A Quantitative   

     Approach” Elsevier Publication
4. Sima D,Fountain T and Kacsuk P “Advanced Computer 
Architecture: A Design Space   

    Apporach”Pearson Education
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MCSCS 205-4               PARALLEL ALGORITHMS    
Module 1: 
PRAM Model - PRAM Algorithms – Parallel Reduction – Prefix Sums – List Ranking – Preorder Tree Traversal – Merging Two Sorted Lists – Graph Coloring – Reducing Number of Processors 

Module 2:
Classifying MIMD Algorithms - Hypercube SIMD Model – Shuffle Exchange SIMD Model – 2D Mesh SIMD Model – UMA Multiprocessor Model – Broadcase – Prefix Sums.

Matrix Multiplication on 2-D Mesh, Hypercube and Shuffle Exchange SIMD Models – Algorithms for Multiprocessors – Algorithms for Multicomputers
Module 3: 
Enumeration Sort - Lower Bound on Parallel Sorting – Odd-Even Transposition Sort – Bitonic Merge –Complexity of Parallel Search – Searching on Multiprocessors – Ellis’s Algorithm – Manber and Ladner’s Algorithm

OpenMP- Introduction, The OpenMP for Pragma- Dijkstra Shortest-Path Algorithm with Parallel for Loops, Task Directive- Quicksort,  OpenMP Synchronization Issues

Module 4: 
P-Depth Search  - Breadth Death Search – Breadth First Search – Connected Components – All pair Shortest Path – Single Source Shortest Path – Minimum Cost Spanning Tree – Sollin’s Algorithm – Kruskal’s Algorithm
References:
1. Michael J. Quinn, Parallel Computing : Theory & Practice, Tata McGraw Hill Edition, Second Edition, 2008.

2. Ananth Grame, George Karpis, Vipin Kumar and Anshul Gupta, Introduction to Parallel Computing, 2nd Edition, Addison Wesley, 2003

      3.  Norm Matlo, Programming on Parallel Machines, University of California   
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MCSCS 206-1                 SOCIAL NETWORK  ANALYTICS
Module 1:Social Media Defined

Social media design framework – social media examples – The Network perspective – types of networks

Module 2: Web Analytics 2.0 paradigm

Clickstream Analysis – Eight critical web metrices – Bounce rate – Exit rate – Conversion rate – Engagement – Attributes of great metrics – A Web Analytics Primer Understanding Visitor Acquisition Strengths – Click Density Analysis – Measuring Visits to Purchase – Search Engine Optimization (SEO) Analysis – Direct Traffic Analysis 

Module 3: Measuring outcome

Key Performance Indicators (KPIs) – Moving beyond Conversion Rates – Measuring Macro and Micro Conversions – Measuring Success for a Non-ecommerce Website – Lab Usability tests – Surveys – Types of Surveys 

Module 4: A/B Testing

Multivariate Testing – Competitive Intelligence Data Sources, Types, and Secrets – Website Traffic Analysis – Search and Keyword Analysis – Audience Identification and Segmentation Analysis

References:-

1. Derek L. Hansen,Ben Sheiderman, ,Marc A. Smith, .Analyzing Social Media Networks with NodeXL,  Morgan Kaufmann, 2011

2. Avinash Kaushik. 2009. Web Analytics 2.0, Wiley Publishing, Inc, 2010.
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Module 1

Introduction to Digital Image Processing, fundamental steps in Digital Image Processing, elements of visual perception, image sensing and acquisition, sampling and quantisation, relationship between pixels, intensity transformations and spatial filtering: basic intensity transformation functions, histogram processing, spatial filtering, smoothing and sharpening filters.

Module 2
Filtering in frequency domain: preliminary concepts, Fourier transform of sampled functions, Discrete Fourier Transform of one and two variables, Fast Fourier Transform, filtering in the frequency domain: smoothing and sharpening filters, Image restoration: noise models, restoration in the presence of noise only, periodic noise reduction.

Module 3
Wavelets and multiresolution processing: Image pyramids, subband coding, the Haar transform, multiresolution expansions, wavelet transform in one and two dimensions, fast wavelet transform, wavelet packets. Image compression: fundamentals, compression models and standards, basic compression methods: Huffman coding, Golomb coding, arithmetic coding, LZW coding, run-length coding, wavelet coding.

Module 4
Image segmentation: point, line, and edge detection, thresholding, region based segmentation; representation, boundary descriptors, regional descriptors.

References:

1. Gonzalez R. C. & Woods R. E., Digital Image Processing, 3rd ed, PHI Learning, 2008.

2. Sonka M, Vaclav Hlavac, and Roger Boyle, Image Processing, Analysis and Machine Vision, Brooks Cole, 3rd ed, 2008

3. Jain A K, Fundamentals of Digital Image Processing, Prentice-Hall India, 2007.
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Introduction to Embedded Systems: Definition, Characteristics and Classification –Overview of Processors and hardware units in an embedded system – Software embedded into the system – Embedded System design process- Exemplary Embedded Systems.

Module 2
Devices and Buses for Devices Network: I/O Devices -Device I/O Types and Examples – Synchronous -Iso-synchronous and Asynchronous Communications from Serial Devices - Examples of Internal Serial-Communication Devices -UART and HDLC - Parallel Port Devices - Sophisticated interfacing features in Devices/Ports-Timer and Counting Devices -‘12C’, ‘USB’, ‘CAN’ and advanced I/O Serial high speed buses- ISA, PCI, PCI-X, cPCI and advanced buses.

Module 3
Embedded Programming: Programming in assembly language (ALP) vs. High Level Language -C Program Elements, Macros and functions -Use of Pointers -NULL Pointers -Use of Function Calls

– Multiple function calls in a Cyclic Order in the Main Function Pointers – Function Queues and Interrupt Service Routines Queues Pointers – Concepts of EMBEDDED PROGRAMMING in C++ -Objected Oriented Programming – Embedded Programming in C++, ‘C’ Program compilers 

– Cross compiler – Optimization of memory codes. 

Module 4
Real Time Operating Systems – Part -1 OS Services – Interrupt Routines Handling, Task scheduling models -Handling of task scheduling and latency and deadlines as performance metrics -Inter Process Communication And Synchronisation – Shared data problem – Use of Semaphore(s) – Priority Inversion Problem and Deadlock Situations – Inter Process Communications using Signals – Semaphore Flag or mutex as Resource key – Message Queues – Mailboxes – Pipes – Virtual (Logical) Sockets – RPCs.

References:
1. David E. Simon, “An Embedded Software Primer”, Pearson Education Asia, First Indian Reprint 2000. 

2. Wayne Wolf “Computers as Components: Principles of Embedded Computing System Design”, Morgan Kaufman Publishers, 2008. 

3. Rajkamal, “Embedded Systems Architecture, Programming and Design”, TATA McGraw Hill, First reprint 2003. 

4. Dr. Prasad K. V. K. K., “Embedded / Real-Time systems: Concepts, Design and Programming: The Ultimate Reference”, Dreamtech Press,2004 
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MCSCS 206-4ONTOLOGY DRIVEN KNOWLEDGE MANAGEMENT

Module 1: Foundations of Semantic Web
Today’s web and keyword based search, semantic web, examples,semantic web technologies- Vocabularies, Taxonomies and Ontologies - Overview of Ontology Elements Requirements of ontology languages, logic agents, semantic web versus artificial intelligence, a layered approach

Module 2: Modeling Information
Structured web documents in XML-Review of XML- Language, structuring, namespaces, addressing and querying XML documents- Processing-XSL and XSLT, Resource Description Framework -RDF Schema-basic ideas, language- Exchanging Information with RDF,Statements as Points,RDF Serializations , RDF/XML, Blank Nodes in RDF, Reiﬁcation, , Limitations of RDF schema

Module 3: Knowledge Representation
Web Ontology Language OWL, Examples
Predicate logic and rule systems, monotonic rule systems, non monotonic rule systems

Module 4: Logic and Inference
Semantic Web Frameworks , Retrieving Information in a Knowledgebase , Realizing the Semantics of OWL , Understanding Forward Chaining Inference , Understanding Backward Chaining Inference , Choosing the Right Inference Method

References:

1. Grigoris Antoniou and Frank van Harmelen. A Semantic Web Primer, MIT Press,2004.

2. John Hebeler, Matthew Fisher, Ryan Blace, Andrew Perez-Lopez, Semantic Web  Programming, Wiley Publishing, Inc, 2009.
3. Thomas B. Passin,Explorer's Guide to the Semantic Web, Manning, Pearson, July 2004.

4. John Davies, Dieter Fensel, Towards the Semantic Web: Ontology-driven Knowledge management,John Wiley& Sons Ltd, 2003.

5. Davies, John, Rudi Studer, and Paul Warren, Semantic Web Technologies : Trends and Research in Ontology-Based Systems, John Wiley & Sons, 2006.

6. Bhavani Thuraisingham, XML Databases and the Semantic Web, CRC Press, 2002.

7. Dieter Fensel, James A. Hendler, Henry Lieberman and Wolfgang Wahlster, Spinning the Semantic Web- Bringing the World Wide Web to Its Full Potential, MIT Press, 2002

8. Toby Segaran,Colin Evans,Jamie Taylor, Programming the semantic web, O’Reilly, July 2009

9. Semantic Web, http://www.w3.org/standards/semanticweb/
10. Zhisheng Huang, Frank van Harmelen, and Annette ten TeijeReasoning with Inconsistent Ontologieshttp://www.cs.vu.nl/~frankh/postscript/IJCAI05.pdf
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1. A thorough study of packet capturing tool called WireShark. 

2. Familiarizing Network Simulator – 2 (NS2) with suitable examples 

3. Simulate a wired network consisting of TCP and UDP Traffic using NS2 and then calculate their respective throughput using AWK script. 

4. Performance evaluation of different routing protocols in wired network environment using NS2 

5. Performance evaluation of different queues and effect of queues and buffers in wired network environment using NS2 

6. Compare the behavior of different variants of TCP (Tahoe, Reno, Vegas….) in wired network using NS2. Comparison can be done on the congestion window behavior by plotting graph. 

7. Simulation of wireless Ad hoc networks using NS2 

8. Simulate a wireless network consisting of TCP and UDP Traffic using NS2 and then calculate their respective throughput using AWK script. 

9. Performance evaluation of different ad-hoc wireless routing protocols (DSDV, DSR, AODV …) using NS2 

10. Create different Wired-cum-Wireless networks and MobileIP Simulations using NS2
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MCSCS 208                                        SEMINAR – II
Each student shall present a seminar on any topic of interest related to the core / elective courses offered in the first semester of the M. Tech. Programme. He / she shall select the topic based on the References: from international journals of repute, preferably IEEE journals. They should get the paper approved by the Programme Co-ordinator / Faculty member in charge of the seminar and shall present it in the class. Every student shall participate in the seminar. The students should undertake a detailed study on the topic and submit a report at the end of the semester. Marks will be awarded based on the topic, presentation, participation in the seminar and the report submitted.

	MCSCS 301
	INDUSTRIAL TRAINING AND  MINIPROJECT
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The student shall undergo Industrial training of one month duration and a Mini Project of two month duration. Industrial training should be carried out in an industry / company approved by the institution and under the guidance of a staff member in the concerned field. At the end of the training he / she has to submit a report on the work being carried out.

Projects can be developed either from a student’s own idea or it can be assigned by the faculty. Students doing application projects should demonstrate a working design to meet the specifications of the assigned project.

The students can do the mini project externally only if they are guided by a faculty with minimum M.E/M.TECH qualification. A detailed report of project work consisting of the design, development and implementation work that the candidate has executed should be submitted.

Evaluation of the Mini Project will be based on the talk delivered by the candidate (presentation), the report submitted and demonstration of the work done. Presenting the work in a National/ International Conference with the consent of the guide will carry an added weightage to the review process.

	MCSCS 302
	MASTER’S THESIS PHASE - I
	L
	T
	P
	C

	
	
	
	
	
	

	
	
	0
	0
	10
	5


In master’s thesis Phase-I, the students are expected to select an emerging research area in Computer Science or related fields, After conducting a detailed literature survey, they should compare and analyze research work done and review recent developments in the area and prepare an initial design of the work to be carried out as Master’s Thesis. It is expected that the students should refer National and International Journals and conference proceedings while selecting a topic for their thesis. He/She should select a recent topic from a reputed International Journal, preferably IEEE/ACM. Emphasis should be given for introduction to the topic, literature survey, and scope of the proposed work along with some preliminary work carried out on the thesis topic.

Students should submit a copy of Phase-I thesis report covering the content discussed above and highlighting the features of work to be carried out in Phase-II of the thesis.

The candidate should present the current status of the thesis work and the assessment will be made on the basis of the work and the presentation, by a panel of internal examiners in which one will be the internal guide. The examiners should give their suggestions in writing to the students so that it should be incorporated in the Phase–II of the thesis.

	MCSCS 401
	MASTER’S THESIS
	L
	T
	P
	C

	
	
	
	
	
	

	
	
	0
	0
	30
	15


In the fourth semester, the student has to continue the thesis work and after successfully finishing the work, he / she have to submit a detailed thesis report. The work carried out should lead to a publication in a National / International Conference or Journal. The papers received acceptance before the M.Tech evaluation will carry specific weightage.
MCSCS 402
MASTER’S COMPREHENSIVE VIVA
A comprehensive viva-voce examination will be conducted at the end of the fourth semester by an internal examiner and external examiners appointed by the university to assess the candidate’s overall knowledge in the respective field of specialization.

