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PROGRAMME IN SIGNAL PROCESSING
SEMESTER – I
	Sl. No.
	Course No.
	Subject
	Hrs / Week
	Evaluation Scheme (Marks)
	Credits (C)

	
	
	
	L
	T
	P
	Sessional
	ESE
	Total
	

	
	
	
	
	
	
	TA
	CT
	Sub Total
	
	
	

	1
	MAESP 101*
	Linear Algebra
	3
	1
	0
	25
	25
	50
	100
	150
	4

	2
	MAESP 102*
	Probability and  Random Processes
	3
	1
	0
	25
	25
	50
	100
	150
	4

	3
	MAESP 103$
	DSP Algorithms and Architectures
	3
	1
	0
	25
	25
	50
	100
	150
	4

	4
	MAESP 104
	Multirate Signal Processing
	3
	1
	0
	25
	25
	50
	100
	150
	4

	5
	MAESP 105
	Elective – I
	3
	0
	0
	25
	25
	50
	100
	150
	3

	6
	MAESP 106
	Elective - II
	3
	0
	0
	25
	25
	50
	100
	150
	3

	7
	MAESP 107
	Signal Processing Lab – I 
	0
	0
	3
	25
	25
	50
	100
	150
	2

	8
	MAESP 108
	Seminar I
	0
	0
	2
	50
	0
	50
	0
	50
	1

	Total
	18
	4
	5
	225
	175
	400
	700
	1100
	25


	Elective – I (MAESP 105)
	Elective – II (MAESP 106)

	MAESP 105 – 1
	Neural Networks
	MAESP 106 – 1#
	Signal Compression


	MAESP 105 – 2
	Digital Communication Techniques
	MAESP 106 - 2
	 Biomedical Signal Processing

	MAESP 105 – 3
	Speech and Audio Processing
	MAESP 106 - 3
	Optical Signal Processing

	MAESP 105 – 4#
	Coding Theory
	MAESP 106 - 4
	Wavelet Theory


L – Lecture, T – Tutorial, P – Practical 
TA – Teacher’s Assessment (Assignments, attendance, group discussion, quiz, tutorials,   seminars, etc.)

CT –    Class Test (Minimum of two tests to be conducted by the Institute) 

ESE –  End Semester Examination to be conducted by the University

Electives:  New Electives may be added by the department according to the needs of emerging    fields of technology. The name of the elective and its syllabus should be submitted to the university before the course is offered
*Common with MECCI and MECEC, $ Common with MECEC, # Common with MECCI
	MAESP 101*
	LINEAR ALGEBRA
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1:

Matrices: Introduction to linear system, matrices, vectors, Gaussian elimination, matrix notation, partitioned matrices, multiplication of partitioned matrices, inverse of partitioned matrices, triangular factors and row exchanges (LU, LDU), row exchanges and permutation matrices, inverses (Gauss-Jordan method) 
Module 2:

Vector spaces: Vector space, subspace, linear independence, span, basis, dimension, spanning set theorem, null space, column space, row space-(Matrix), basis and dimension of null space, column space, row space-(Matrix), rank nullity theorem, co-ordinate system, change of basis–(finite space) 
Module 3:

Linear transformation: Linear transformation, Kernel and range of linear transformation, matrix representation of linear transform, inverse transform 
Inner product spaces: Inner product space, norm, Cauchy-Schwarz inequality, Triangular inequality, self adjoint and normal operators, orthogonality, Hilbert spaces, orthogonal complements, projection theorem, orthogonal projections, orthonormal basis, Gram-Schmidt orthogonalization. 
Module 4:

Selected topics: Eigen values, eigen vectors, diagonalization, symmetric matrices, quadratic forms, classification of quadratic forms, least-square solution of inconsistent system, singular value decomposition. 
References: 
1. K. Hoffman, R. Kunze, “Linear Algebra”, Prentice Hall India 

2. D. C. Lay, “Linear algebra and its applications”, Pearson Education
3. G. Strang, “Linear algebra and its applications”, Thomson 

4. Gareth Williams, “Linear algebra with applications”, Narosa 

5. Michael W. Frazier, “An Introduction to wavelets through linear algebra”, Springer 
	MAESP 102*
	PROBABILITY AND RANDOM PROCESS
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1:

Introduction to Probability Theory: Sample space and events, conditional probabilities, independent events, the law of total probability and Bayes’ theorem. 
Random variables : Discrete and continuous random variables, distributions, expectation of a random variable, moment generating function, joint probability distributions, marginal probability distributions and random vectors. 

Module 2:

Limit theorems: Markov and Chebyshev inequalities, weak and strong law of large numbers, convergence concepts and central limit theorem. 
Stochastic process (definition), conditional probability distributions (continuous and discrete cases), computing mean and variances by conditioning. 

Module 3:

Random Process: classification of random process, special classes of random process, SSS and WSS, auto and cross–correlation, ergodicity, Mean ergodic process, power spectral density, unit impulse response system, response of a LTI system to WSS input, noise in communication system-white Gaussian noise, filters 

Module 4:

Selected topics: Poisson process-Properties, Markov process and Markov chain, Chapman-Kolmogorov theorem, classification of states of a Markov chain, Birth-death process, Wiener process. 

References: 

1. T. Veerarajan, “Probability, Statistics and random processes”, McGraw-Hill 

 S. M. Ross, “Stochastic Process”, John Wiley and sons 

2. V. Sundarapandian, “Probability, statistics and Queueing theory”, Prentice Hall of

India 

3. Athanasios Papoulis, S. Unnikrishnan Pillai, “Probability, Random Variables and Stochastic Processes”, TMH 

4. Henry Stark, John W. Woods, “Probability and random processes with application to signal processing”, Pearson 

	MAESP 103$
	DSP ALGORITHMS AND ARCHITECTURE
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1:

 Introduction: Need for special DSP processors, Von Neumann versus Harvard Architecture, Architectures of superscalar and VLIW fixed and floating point processors. Review of Pipelined RISC Architecture and Instruction Set Design. Performance and Benchmarks- SPEC CPU 2000, EEMBC DSP benchmarks. Basic Pipeline: Implementation Details- Pipeline Hazards.

Module 2:

Instruction Level Parallelism (ILP): Concepts, Dynamic Scheduling - Reducing Data Hazards, Tomasulo Algorithm. Dynamic Hardware Prediction - Reducing Branch Hazards. Multiple Issue-Hardware-based Speculation. Limitations of ILP. Review of Memory Hierarchy – Cache design, Cache Performance Issues & Improving Techniques.

Module 3:

Computer Arithmetic- Signed Digit Numbers(SD) - Multiplier Adder Graph - Logarithmic and Residue Number System (LNS, RNS) - Index Multiplier – Pipelined Adders - Modulo Adders - Distributed Arithmetic (DA) – Parallel Multipliers - CORDIC Algorithm.

Module 4:
Case studies: Introduction to TMS320C6X Processors – Architecture – Functional units – Pipelining-Registers – Linear and Circular addressing – Types of instructions – Sample Programs. Real Time Implementation on DSP processors- Factors to be considered for optimized implementation based on processor architecture: Implementation of simple Real Time Digital Filters, FFT using DSP. Overview of BlackFin Processors.
References:
1. Rulph Chassaing, “Digital Signal Processing and Applications with the C6713 and C6416 DSK”, Wiley, 2005
2. Nasser Kehtarnavaz, “Real Time Signal Processing Based on TMS320C6000”, Elsevier, 2004
3. J. L. Hennesy, D.A. Patterson, “Computer Architecture A Quantitative Approach”, 3/e, Elsevier India
4. Uwe Mayer-Baese, “Digital Signal Processing with FPGAs”, Springer, 2001
5. User’s manual for of various fixed and floating point DSPs, TMS320C6x Data Sheets from TI. Blackfin Processor Hardware Reference, Analog Devices, Version 3.0, 2004.
	MAESP 104
	MULTIRATE SIGNAL PROCESSING
	L
	T
	P
	C

	
	
	3
	1
	0
	4


Module 1: 
Fundamentals of Multirate Theory 
The sampling theorem - sampling at sub nyquist rate - Basic Formulations and schemes. Basic Multirate operations- Decimation and Interpolation - Digital Filter Banks- DFT Filter Bank- Identities- Polyphase representation. Maximally decimated filter banks: Polyphase representation - Errors in the QMF bank- Perfect reconstruction (PR) QMF Bank - Design of an alias free QMF Bank. 

Module 2: 
M-channel perfect reconstruction filter banks 
Uniform band and non uniform filter bank - tree structured filter bank- Errors created by filter bank system- Polyphase representation- perfect reconstruction systems 

Module 3: 
Perfect reconstruction (PR) filter banks 
Paraunitary PR Filter Banks- Filter Bank Properties induced by paraunitarity- Two channel FIR paraunitary QMF Bank- Linear phase PR Filter banks- Necessary conditions for Linear phase property- Quantization Effects: -Types of quantization effects in filter banks. - coefficient sensitivity effects, dynamic range and scaling. 

Module 4: 
Cosine Modulated filter banks 
Cosine Modulated pseudo QMF Bank- Alas cancellation- phase - Phase distortion- Closed form expression- Polyphase structure- PR Systems
References:
1. P. P. Vaidyanathan, “Multirate systems and filter banks.” Prentice Hall. PTR. 1993. 

2. N. J. Fliege, “Multirate digital signal processing .” John Wiley. 

3. Fredric J. Harris, Multirate Signal Processing for Communication Systems, Prentice Hall,    

 2004
4. Ljiljana Milic,  Multirate Filtering for Digital Signal Processing: MATLAB Applications : 
 Information Science Reference; 1/e, 2008

5. Sanjit K. Mitra, “ Digital Signal Processing: A computer based approach.” McGraw Hill.  

1998. 

6. R.E. Crochiere. L. R. Rabiner, “Multirate Digital Signal Processing”, Prentice Hall.  

 Inc.1983. 
7. J.G. Proakis. D.G. Manolakis, “Digital Signal Processing: Principles. Algorithms and  

 Applications”, 3rd Edn. Prentice Hall India, 1999 
	MAESP 105-1
	NEURAL NETWORKS 
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I

Introduction  to neural networks. Artificial intelligence and neural networks.  The biological neuron. Models of the single neuron. Network  architectures.  Knowledge representation in neural networks. Applications of neural networks. Types of learning methods.  Classification of learning methods. Statistical nature of the learning process. Statistical learning theory. The Probably Approximately Correct (PAC) model.

Module II

Learning in a single layer perceptron. Adaptive filtering and the LMS algorithm. Learning rate annealing techniques. Perceptron convergence theorem. Multilayer perceptron: the error back-propagation learning method. Accelerated convergence in back-propagation learning. Associative learning, associative memory. Hopfield memory. BAM. 
Module III

Probabilistic Neural Networks. Radial basis function network. Support vector machines. Optimal hyperplane for non-separable patterns. Building support vector machines. The counter-propagation network. ART Networks. 
Module IV

Self Organization Maps. Learning vector quantization. Principal component analysis (PCA). Hebbian based and lateral inhibition based adaptive PCA. Kernel based PCA. Information theoretic models. Maximum Entropy Principle.  Mutual information and Kullback-Leibler divergence. Simulated annealing for stochastic Neural Networks, Genetic algorithms in Neural Network Optimization.

References:
1. Simon Haykin, Neural Networks - A comprehensive foundation, Pearson Education Asia, 2001.

2. LaureneFausett, - Fundamentals of Neural Network, Architecture, Algorithms and Applications, Pearson Education 2012.

3. Mohammed H. Hassoun, - Fundamentals of Artificial Neural Networks, Prentice Hall of India,2002

4. Jacek M. Zurada, - Introduction to Artificial Neural Systems, Jaico Publishers, 2002

5. S. Rajasekharan, G.A. Vijayalakshmi Pai, Neural Networks, Fuzzy Logic & Genetic Algorithms, Synthesis and Applications, Prentice Hall of India, 2011.

6. Martin T. Hagan, Howard B. Demuth, Mark Beale, Neural Network Design, Cengage Learning, 2008

7. Frederic M. Ham & Ivica  Kostanic, Principles of Neuro-computing for Science and Engineering, Tata Mc Graw hill, 2002.

8. J.S.R. Jjang, C.T. Sun and E. Mizutani, Neuro fuzzy and Soft Computing : A computational approach to learning and machine intelligence, Prentice Hall of India,2002

	MAESP 105-2
	DIGITAL COMMUNICATION TECHNIQUES
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1:

Random Variables and Processes, Review of Random variables: Moment generating function, Chernoff bound, Markov’s inequality, Chebyshev’s inequality, Central limit Theorem, Chi square, Rayleigh and Rician distributions, Correlation, Covariance matrix-Stationary processes, wide sense stationary processes, ergodic process, cross correlation and autocorrelation functions-Gaussian process.
Module 2:

Pulse Modulation- Sampling process, Aliasing, Reconstruction, PAM, Quantization, PCM, Noise in PCM system, Modifications of PCM – Delta modulation, DPCM, ADPCM, ADM, Processing Gain. Base band Pulse Transmission – Matched filter, properties, Error rate due to noise, ISI – Nyquist criterion for distortion less transmission, Ideal solution, Raised cosine spectrum, Correlative level coding - Duobinary coding, precoding, Modified duobinary coding, Generalized Partial response signaling, Base band M-ary PAM transmission, eye pattern, optimum linear receiver. Adaptive Equalization.

Module 3:

Communication over Additive Gaussian Noise Channels, Characterization of Communication Signals and Systems- Signal space representation- Connecting Linear Vector Space to Physical Waveform Space- Scalar and Vector Communication over Memory less Channels. Optimum waveform receiver in additive white Gaussian noise (AWGN) channels – Cross correlation receiver, Matched filter receiver and error probabilities. Optimum Receiver for Signals with random phase in AWGN Channels- Optimum receiver for Binary Signals- Optimum receiver for M-ary orthogonal signals- Probability of error for envelope detection of  M-ary Orthogonal signals. Optimum waveform receiver for coloured Gaussian noise channels- Karhunen Loeve expansion approach, whitening.

Module 4:

Spread spectrum communication - Pseudo–noise sequences, Properties of PN sequences. Generation of PN Sequences, generator polynomials, Maximal length codes and Gold Codes. Spread spectrum communication– Notion of spread spectrum, Direct sequence spread spectrum with coherent binary phase shift keying, Signal space dimensionality and processing gain, Probability of error, Anti-jam Characteristics, Frequency Hop spread spectrum with MFSK, Slow and Fast frequency hoping. Multiple Access Techniques, multi path channels, classification, Coherence time, Coherence bandwidth, Statistical characterization of multi path channels, Binary signaling over a Rayleigh fading channel, Diversity techniques - Diversity in time, frequency and space. TDMA and CDMA – RAKE receiver. Source coding of speech.

References :
1. J.G. Proakis, Digital Communication, McGraw Hill 

2. Simon Haykin, Communication systems, John-Wiley & sons.

3. Taub & Schilling, Principles of Communication systems, Tata McGraw Hill
4. Edward. A. Lee and David. G. Messerschmitt, Digital Communication,2nd edition, Allied

Publishers.

5. Marvin. K. Simon, Sami. M. Hinedi and William. C. Lindsey, “Digital Communication

Techniques”, Prentice Hall of india
6. William Feller, An introduction to Probability Theory and its applications, Vol 1& 2,

Wiley 2000.

7. Sheldon.M.Ross, Introduction to Probability Models, Academic Press, 7th edition.

8. Bernard Sklar, Digital Communication, 2/e, Pearson Education, 2001.
9. Harold Kolimbris, Digital Communication Systems, 1st edition, Pearson Education, 2000.
10. Sam Shanmugham – Digital and Analog Communication systems, Wiley India.

	MAESP 105-3
	SPEECH AND AUDIO PROCESSING
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1:

Mechanism of speech production - Acoustic theory of speech production (Excitation, Vocal tract model for speech analysis, Formant structure, Pitch)- digital models - linear prediction of speech - AR Model, ARMA model -auto correlation - formulation of LPC equation - solution of LPC equations - Levinson Durbin algorithm – Levinson recursion - Schur algorithm – lattice formulations and solutions - PARCOR coefficients -Spectral analysis of speech - Short Time Fourier analysis - filter bank design. Auditory Perception: Psychoacoustics- Frequency Analysis and Critical Bands – Masking properties of human ear.
Module 2:

Speech coding -subband coding of speech - transform coding - channel vocoder – formant vocoder – cepstral vocoder - vector quantizer coder- Linear predictive Coder. Speech synthesis - pitch extraction algorithms - gold rabiner pitch trackers - autocorrelation pitch trackers - voice/unvoiced detection - homomorphic speech processing – homomorphic systems for convolution - complex cepstrums – pitch extraction using homomorphic speech processing. Sound Mixtures and Separation - CASA, ICA & Model based separation.

Module 3:

Speech Transformations - Time Scale Modification - Voice Morphing. Automatic speech recognition systems - isolated word recognition - connected word recognition –large vocabulary word recognition systems - pattern classification - DTW, HMM – speaker recognition systems - speaker verification systems – speaker identification Systems.

Module 4:

Audio Processing : Non speech and Music Signals - Modeling -Differential, transform and subband coding of audio signals & standards - High Quality Audio coding using Psychoacoustic models - MPEG Audio coding standard. Music Production - sequence of steps in a bowed string instrument - Frequency response measurement of the bridge of a violin. Audio Data bases and applications - Content based retrieval.

References:

1. Rabiner L.R. & Schafer R.W., Digital Processing of Speech Signals, Prentice Hall Inc.

2. O'Shaughnessy, D. Speech Communication, Human and Machine. Addison-Wesley.

3. Thomas F. Quatieri , Discrete-time Speech Signal Processing: Principles and Practice

 Prentice Hall, Signal Processing Series.

4. Rabiner L.R. & Gold, Theory and Applications of Digital Signal Processing, Prentice

Hall of India

5. Jayant, N. S. and P. Noll. Digital Coding of Waveforms: Principles and       Applications to Speech and Video. Signal Processing Series, Englewood Cliffs: Prentice  Hall of India
6. Deller, J., J. Proakis, and J. Hansen. Discrete-Time Processing of Speech Signals.

Macmillan.

7. Ben Gold & Nelson Morgan , Speech and Audio Signal Processing, John Wiley &

Sons, Inc.

8. Owens F.J., Signal Processing of Speech, Macmillan New Electronics

9. Saito S. & Nakata K., Fundamentals of Speech Signal Processing, Academic Press, Inc.

10. Papamichalis P.E., Practical Approaches to Speech Coding, Texas Instruments,

Prentice Hall of India
11. Thomas Parsons, Voice and Speech Processing, McGraw Hill Series

12. Chris Rowden, Speech Processing, McGraw-Hill International Limited

13. Moore. B, An Introduction to Psychology of hearing , Academic Press, London, 1997

14. E. Zwicker and L. Fastl, Psychoacoustics-facts and models, Springer-Verlag., 1990

	MAESP 105-4
	CODING THEORY
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I
 Introduction to Communication systems and Information theory: information sources and channels, detection and correction of errors, Shannon limit.

Source Coding:- instantaneous codes, Kraft inequality and McMillian’s Theorem, average length and compact codes, perfect codes, Huffman codes, arithmetic code, data compression

Module II: 
Algebraic Coding: error detection, correction and decoding, linear block codes, Hamming and Golay codes, Reed Muller codes, cyclic codes,  BCH (Bose Chaudhuri Hocquenghem) codes, Reed Solomon and  Justesen codes, classical Goppa codes, quadratic residue codes, alternating codes, Berlekamp-Massey-Sugiyama and Peterson-Gorenstein-Zierler decoders for alternating codes, the Meggitt decoder for cyclic codes.

Module III
Convolutional Codes: encoding of convolutional codes, decoding: trellis diagram and Viterbi algorithm, convolutional codes in mobile communications.
Module IV
Turbo Coding: LDPC codes, code concatenation & concatenated convolution codes, interleavers.
References:

1. S. Lin, D. J. Costello Jr,. “Error Control Coding: Fundamentals and Applications,” Prentice-Hall, 2004

2. Neubauer, J. Freudenberger, V. Kuhn. “Coding Theory: Algorithms, Architectures and Applications,” John Wiley & Sons, 2007

3. S. Ling,  C. Xing. “Coding Theory: A First Course,” Cambridge University Press, 2004

4. R. Togneri, C. J. S. deSilva. “Fundamentals of Information Theory and Coding Design” CRC Press, 2006

5. Justesen, J. Hoeholdt, T., “A course in error-correcting codes”, European Math. Soc., 2004.

6. Proakis J. G., Salehi M., “Communication Systems Engineering”, Prentice-Hall, 2002.

7. Lint Van J. H., “Introduction to Coding Theory”, Springer Verlag, 1999.

	MAESP 106-1$
	SIGNAL COMPRESSION 
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module I 

Lossless Compression: self information, average information, models, uniquely decodable codes, prefix codes, Kraft-McMillan inequality, Huffman coding, extended Huffman coding, nonbinary Huffman coding; arithmetic coding – coding a sequence, generating a binary code; dictionary techniques –LZ77, LZ78, LZW; context-based compression – ppm, Burrows- Wheeler transform.

Module II

Lossy Coding: distortion criteria, conditional entropy, average mutual information, differential entropy, rate distortion theory; rate distortion theorem, converse of the rate distortion theorem, models.

Scalar Quantization: uniform, adaptive, nonuniform, entropy-coded quantization

Module III

Vector Quantization: advantages over scalar quantization, LBG algorithm, tree structured and structured vector quantizers, trellis-coded quantization

Differential Encoding: basic algorithm, prediction in DPCM, adaptive DPCM, delta modulation, speech coding – G.726.

Module IV

Transform Coding: Introduction, Karhunen-Loeve transform, discrete cosine transform, discrete Walsh Hadamard transform, quantization and coding of transform coefficients,  JPEG, MDCT

Subband coding: filters, basic subband coding algorithm.

Wavelet Based Compression: multiresolution analysis, image compression, EZW coder, SPIHT, JPEG 2000

Audio coding:-MPEG audio coding.

References:

1. Khalid Sayood, “Introduction to Data Compression”, 3/e, Elsevier.

2. David Salomon, “Data Compression: The Complete Reference”, Springer.

3. Thomas M. Cover, Joy A. Thomas, “Elements of Information Theory," Wiley India

4. Ali N. Akansu, Richard A. Haddad, “Multiresolution Signal Decomposition: Transforms, Subbands and Wavelets”, Academic Press, 1992.

	MAESP 106-2
	BIOMEDICAL SIGNAL PROCESSING
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1:
Introduction to Biomedical Signals - Examples of Biomedical signals - ECG, EEG, EMG etc - Tasks in Biomedical Signal Processing - Computer Aided Diagnosis. Origin of bio potentials - Review of linear systems - Fourier Transform and Time Frequency Analysis (Wavelet) of biomedical signals- Processing of Random & Stochastic signals - spectral estimation - Properties and effects of noise in biomedical instruments - Filtering in biomedical instruments
Module 2:
Concurrent, coupled and correlated processes - illustration with case studies - Adaptive and optimal filtering - Modeling of Biomedical signals - Detection of biomedical signals in noise - removal of artifacts of one signal embedded in another -Maternal-Fetal ECG - Muscle-contraction interference. Event detection - case studies with ECG & EEG - Independent component Analysis - Cocktail party problem applied to EEG signals - Classification of biomedical signals. 
Module 3:
Cardio vascular applications : Basic ECG - Electrical Activity of the heart- ECG data acquisition - ECG parameters & their estimation - Use of multiscale analysis for ECG parameters estimation - Noise & Artifacts- ECG Signal Processing: Baseline Wandering, Power line interference, Muscle noise filtering - QRS detection - Arrhythmia analysis - Data Compression: Lossless & Lossy- Heart Rate Variability - Time Domain measures - Heart Rhythm representation - Spectral analysis of heart rate variability - interaction with other physiological signals.

Module 4: 
Neurological Applications: The electroencephalogram - EEG rhythms & waveform - categorization of EEG activity - recording techniques - EEG applications- Epilepsy, sleep disorders, brain computer interface. Modeling EEG- linear, stochastic models - Non linear modeling of EEG - artifacts in EEG & their characteristics and processing - Model based spectral analysis - EEG segmentation - Joint Time-Frequency analysis - correlation analysis of EEG channels - coherence analysis of EEG channels. 

References :
1. Rangayyan, “Biomedical Signal Analysis”, Wiley 2002. 

2. D.C.Reddy, “Biomedical Signal Processing: Principles and techniques” , Tata McGraw Hill, New Delhi, 2005 

3. Willis J Tompkins, Biomedical Digital Signal Processing, Prentice Hall, 1993

4. Bruce, “Biomedical Signal Processing & Signal Modeling,” Wiley, 2001 

5. Sörnmo, “Bioelectrical Signal Processing in Cardiac & Neurological Applications”, Elsevier 

6. Semmlow, “Biosignal and Biomedical Image Processing”, Marcel Dekker, 2004 

7. Enderle, “Introduction to Biomedical Engineering,” 2/e, Elsevier, 2005 
	MAESP 106-3
	OPTICAL SIGNAL PROCESSING
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1:

Basics of signal processing and optics, Characterization of a General signal, examples of signals, Spatial signal. Basic laws of geometrical optics, Refractions by mirrors, the lens formulas, General Imaging conditions, the optical invariant, Optical Aberrations.

Module 2:

Physical Optics, The Fresnel Transforms, the Fourier transform, Examples of Fourier transforms, the inverse Fourier transform, Extended Fourier transform analysis, Maximum information capacity and optimum packing density, System coherence.

Module 3:

Spectrum Analysis and Spatial Filtering, Light sources, spatial light modulators, The detection process in Fourier domain, System performance parameters, Dynamic range. Some fundamentals of signal processing, Spatial Filters, Binary Spatial Filters, Magnitude Spatial Filters, Phase Spatial Filters, Real valued Spatial Filters, Interferometric techniques for constructing Spatial Filters. Optical signal processor and filter generator, Applications for optical signal processing.

Module 4:

Acousto-optic cell spatial light modulators, Applications of acousto-optic devices. Basic Acousto-optic power spectrum analyzer. Heterodyne systems: Interference between two waves, the optical Radio.

References :
1. Anthony Vanderlugt, “Optical signal processing”, Wiley-Interscience

2. Dr. Hiroshi Ishikawa , “Ultrafast All-Optical Signal Processing Devices”, Wiley 

3. Francis T. S. Yu, Suganda Jutamulia, “Optical Signal Processing, Computing, and Neural Networks”, Krieger Publishing Company

4. D. Casasent, “Optical data processing-Applications”, Springer-Verlag, Berlin

5. H.J. Caulfield, “Handbook of holography”, Academic Press New York 

6. P.M. Dufffieux,  “The Fourier Transform and its applications to Optics”, John Wiley and

      sons 

7. J. Horner , “Optical Signal Processing”, Academic Press 

8. Joseph W. Goodman , “Introduction to Fourier Optics”, 2nd  edition McGraw Hill.

	MAESP 106-4
	WAVELET THEORY
	L
	T
	P
	C

	
	
	3
	0
	0
	3


Module 1:

Fourier and Sampling Theory Generalized Fourier theory, Fourier transform, Short-time(windowed) Fourier transform, Time-frequency analysis, Fundamental notions of the theory of sampling. Theory of Frames:  Bases, Resolution of unity, Definition of frames, Geometrical considerations and the general notion of a frame, Frame projector, Example – windowed Fourier frames. 
Module 2:
Wavelets: The basic functions, Specifications, Admissibility conditions, Continuous wavelet transform (CWT), Discrete wavelet transform (DWT).  The multiresolution analysis (MRA) of L2(R):  The MRA axioms, Construction of an MRA from scaling functions - The dilation equation and the wavelet equation, Compactly supported orthonormal wavelet bases - Necessary and sufficient conditions for orthonormality. 

Module 3.  

Regularity and selection of wavelets: Smoothness and approximation order - Analysis in Soboleve space, Criteria for wavelet selection with examples. 

Construction of wavelets: Splines, Cardinal B-spline MRA, Subband filtering schemes, compactly supported orthonormal wavelet bases.  

Module 4: 

Wavelet transform: Wavelet decomposition and reconstruction of functions in L2(R). Fast wavelet transform algorithms - Relation to filter banks, Wavelet packets – Representation of functions, Selection of basis. Construction of wavelets: Biorthogonality and biorthogonal basis, Biorthogonal system of wavelets - construction, The Lifting scheme. 

References: 

1. Stephen G. Mallat, “A wavelet tour of signal processing” 2nd Edition Academic Press, 2000. 

2. M. Vetterli, J. Kovacevic, “Wavelets and subband coding” Prentice Hall Inc, 1995 

3. Gilbert Strang and Truong Q. Nguyen, “Wavelets and filter banks” 2nd Edition Wellesley- Cambridge Press, 1998. 

4. Gerald Kaiser, “A friendly guide to wavelets” Birkhauser/Springer International Edition, 1994, Indian reprint 2005. 

5. L. Prasad and S. S. Iyengar, “Wavelet analysis with applications to image processing” CRC Press, 1997. 

6. J. C. Goswami and A. K. Chan, “Fundamentals of wavelets: Theory, Algorithms and Applications” Wiley-Interscience Publication, John Wiley & Sons Inc., 1999. 

7. Mark A. Pinsky, “Introduction to Fourier Analysis and Wavelets” Brooks/Cole Series in Advanced Mathematics, 2002 

8. Christian Blatter, “Wavelets: A primer” A. K. Peters, Massachusetts,1998. 

9. M. Holschneider, “Wavelets: An analysis tool” Oxford Science Publications, 1998. 

10. R. M. Rao and A. Bopardikar, “Wavelet transforms: Introduction to theory and applications” Addison-Wesley, 1998. 

11. Ingrid Daubechies, “Ten lectures on wavelets” SIAM, 1990. 

12. H. L. Resnikoff and R. O. Wells, Jr., “Wavelet analysis: The scalable structure of information” Springer, 1998. 

13. P. P. Vaidyanathan, “Multirate systems and filter banks” Prentice Hall P T R, 1993. 

14. P. Wojtaszczyk, “A mathematical introduction to wavelets” Cambridge University Press 1997. 

15. Michael W. Frazier, “An introduction to wavelets through linear algebra” Springer-Verlag, 1999. 

16. Anthony N. Michel and Charles J. Herget, “Applied algebra and functional analysis” Dover Publications Inc., 1993

	MAESP 107
	SIGNAL PROCESSING LAB I
	L
	T
	P
	C

	
	
	0
	0
	3
	2


Tools - Matlab, DSP Kits – TMS320C6X or AD or equivalent

Introduction to DSP
Generation of Test Signals

Operations on signals (Shifting, Scaling, Addition, Multiplication, Convolution, Correlation of Two Sequences)

Analysis of Signal in Frequency Domain (DTFT, DFT, Z-transform, Circular Convolution)

Properties of Discrete Time Systems (Impulse Response, Step response, Frequency Response and Stability of Systems)

Digital Filter Structures.( IIR and FIR realization)
Digital Filter Design (FIR using Window)

Digital Filter Design (IIR filter Design)

Linear Algebra – Change of Basis, Gram-Schmidt Orthogonalization, Least square solutions, Eigen Value Decomposition, Singular Value Decomposition.

Familiarization of TMS 320 DSK- Generation of Test Signals, Operations on signals.
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Each student shall present a seminar on any topic of interest related to the core / elective courses offered in the first semester of the M. Tech. Programme. He / she shall select the topic based on the references from international journals of repute, preferably IEEE journals. They should get the paper approved by the Programme Co-ordinator / Faculty member in charge of the seminar and shall present it in the class. Every student shall participate in the seminar. The students should undertake a detailed study on the topic and submit a report at the end of the semester. Marks will be awarded based on the topic, presentation, participation in the seminar and the report submitted.
